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Abstract
Cyber-Physical Systems (CPS) continuously interact with their physical environment through software
controllers that observe the environment and determine actions. Engineers can verify to what extent
the software controller under analysis can achieve given goals by analyzing its Field Operational Test
(FOT) logs. However, repeating many FOTs to obtain statistically significant results is expensive in
practice. Simulation-based verification is an efficient alternative for reducing the FOT cost for CPS
goal verification. However, it requires an accurate virtual environment model that can replace the real
environment interacting with the CPS, and it is challenging to craft the environment model manually.
This dissertation proposes a novel data-driven approach that automatically generates the virtual
environment model from a small amount of FOT logs. It generates an environment model that mimics
the behavior of the real environment using Imitation Learning (IL). Specifically, this dissertation provides
1) a systematic and comprehensive survey on environment modeling, 2) a formal framework of CPS
goal verification and a formal problem definition of environment model generation, 3) a data-driven
environment model generation approach using IL, and 4) an empirical evaluation based on case studies
of an autonomous driving system goal verification and reusable datasets. The evaluation results show

that the approach can generate accurate virtual environment models for CPS goal verification with small



FOT log data. Therefore, CPS software engineers can automatically obtain accurate virtual environment

models and efficiently verify the controller based on the simulation.

Keywords Cyber-Physical System, Goal Verification, Environment Modeling, Model Generation, Imi-

tation Learning
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Chapter 1. Introduction

1.1 Introduction to CPS Goal Verification

Cyber-Physical Systems (CPS) utilize both physical and software components deeply intertwined to
continuously collect, analyze, and control physical actuators at runtime [4]. CPS has been increasingly
studied for many applications, such as autonomous vehicles [5, 6], robots [7, 8], smart factories [9, 10], and
medical devices [11, 12]. When developing CPS, software engineers participate in implementing CPS’s
decision-making mechanism. The decision-making mechanism is the intelligence of selecting appropriate
actions to achieve CPS’s goals based on the current state of CPS recognized through CPS sensors.

One of the essential problems in CPS development is to verify to what extent the CPS under
development can achieve its goals. To answer this, an engineer could deploy a CPS (e.g., an autonomous
vehicle) into its operational environment (e.g., a highway road) and verify the CPS’s goal achievement
(e.g., lane-keeping) using the logs collected from the Field Operational Tests (FOTs). To perform FOT,
the engineer must build a physical experimental environment in which CPS can be safely tested and
design a test scenario to be performed within that environment. The engineer then runs the planned
test scenario repeatedly, collecting a large number of FOT logs.

However, conducting FOTs is expensive, time-consuming, and even dangerous, especially when
hundreds of repeats are required to achieve a certain level of statistical significance in the verification
results. Therefore, an alternative is a simulation-based approach where the software controller of the
CPS is simulated with a virtual environment model. In the simulation, the decision-making mechanism
of CPS or the software controller of CPS runs in the virtual environment. This virtual environment
or environment model replaces the environment of FOT. Therefore, CPS can be tested in a virtual
environment rather than physically, making it cheap and safe to perform sufficient runs necessary for
statistical goal verification.

This dissertation proposes to verify CPS’s goals based on simulations to reduce the cost of FOT-
based CPS goal verification. Specifically, it deals with the generation of the virtual environment model

required for CPS simulation.

1.2 Challenges in the Environment Modeling for Simulation-

Based CPS Goal Verification

Though the simulation-based CPS goal verification can reduce the cost and risk of the FOT-based
CPS goal verification, it requires a highly crafted virtual environment model based on deep domain
knowledge. Furthermore, it may not be possible if a high-fidelity simulator for the problem domain does
not exist. It prevents the simulation-based approach from being better used in practice. Specifically, the
following challenges exist in manual environment modeling.

First, accurately modeling the physical environment of CPS is complex. The environment model
used in CPS simulations is the state transition mechanism of the environment sensed by CPS and affected
by the CPS actions. However, the number of environmental states that CPS can observe is enormous.

The number is proportional to the number of sensors in the CPS and the range of environmental state



values each sensor can recognize. It is also affected by the number of actions that CPS can choose. The
number becomes infinite if the environmental state and the CPS actions contain continuous variables.
As CPS becomes more complex, environmental models also become more complex, making it difficult

for engineers to develop them manually.

= real trajectory
.= ‘model trajectory

Figure 1.1: Compounding error problem [1]

Second, if a small error exists in the generated environment model, the error in the model may
accumulate while simulating the model. The phenomenon in which small errors accumulate while sim-
ulating the model for a long time is called a compounding error problem. Figure 1.1 visualizes the
compounding error. The black line is the real CPS trajectory, and the red line is the simulation trajec-
tory. At the beginning of the simulation, reality and simulation were almost similar, but the simulation
error accumulated over time. The model cannot reduce the accumulated error again. Therefore, it is
difficult to make complex environmental models accurately and prevent compounding error problems in
the simulation.

Finally, environment modeling requires a significant level of domain knowledge and effort. To accu-
rately model the state transition of the environment interacting with CPS, it is necessary to accurately
understand the physical laws in the environment of interest. It requires knowledge at the domain expert
level. Also, even if a domain expert models the environment, it takes considerable time and cost. When
environment modeling is performed to replace the FOT of CPS with simulation, the cost of generating
the environment model should be less than the FOT cost to maximize the effectiveness of the simulation.
However, if an expert performs environmental modeling manually, it is difficult to reduce the knowledge,

cost, and time spent on the modeling.

1.3 Thesis Statement

This dissertation proposes a data-driven environment model generation for efficient CPS goal verifi-
cation. We suggest using CPS simulation instead of CPS FOT by generating an environment model from
data to reduce the goal verification cost. The environment model generation approach does not require
significant domain knowledge to solve the challenges of manual environment modeling. The key idea

behind the model generation is to leverage imitation learning for training a model that imitates the in-



teractions between the CPS controller and its real environment as recorded in (possibly very small) FOT
logs. We then statistically verify the goal achievement of the CPS by simulating it with the generated
model.

Therefore, the thesis statement is:

By proposing a data-driven environment model generation approach, it is possible to make SW
engineers automatically model the real environment of the CPS for simulation-based CPS goal

verification.

1.4 Scope and Contributions of the Thesis

4. Empirical evaluation

3. Environment model generation approach

2. Formal Modeling of CPS Goal Verification

1. Systematic Literature Review on Environment Modeling

Figure 1.2: Thesis scope

Figure 1.2 shows the scope of this dissertation. This dissertation first conducts a systematic
literature review in environment modeling to provide the current research landscape. We then formally
model the CPS goal verification process and define the environmental model generation problem from
that model. We propose a novel data-based model generation technique that can efficiently solve the
model generation problem by utilizing Imitation Learning (IL). Finally, we apply our approach to the
goal verification of real CPS controllers.

In summary, below are the contributions of this paper:

1) We provide a landscape of the concepts and models of the environment in the current environment

modeling studies.

2) We shed light on the problem of environment model generation for CPS goal verification with a formal

problem definition.
3) We propose a novel data-driven approach for environment model generation utilizing IL.

4) We empirically assess the application of our approach through case studies with real CPSs.



1.5 Thesis Organization

This dissertation is organized as follows: Chapter 2 provides the systematic literature review on the
environment modeling and compare the related environment modeling approaches and our approach.
Chapter 3 defines the formal framework of CPS goal verification and define the problem of environment
modeling. Chapter 4 proposes a novel environment model generation approach. Chapter 5 performs an
empirical evaluation based on real CPS case studies. Chapter 6 concludes this dissertation by summa-

rizing the achievements of this thesis and suggesting some future works.



Chapter 2. Literature Review on Environment Modeling

2.1 Introduction

This chapter introduces the concept of the Cyber-Physical System (CPS) and the CPS controller
which is the engineering target of this thesis. In addition, this chapter introduces the concepts and

models of the environment by systematically surveying the environment modeling studies.

2.2 Cyber-Physical Systems and Related System Types

Cyber-Physical Systems

Cyber-Physical Systems (CPS) is a system having both physical and software layers deeply inter-
twined [4]. The physical layer sense the system and its operational environment through sensors, and
actuate the systemaction through its actuators such as motors. In the physical environment the CPS
continuously collect, analyze, and behave at runtime. Many modern systems are CPSs, so we can find

many applications, such as autonomous vehicles [5, 6], robots [7, 8], smart factories [9, 10], and medical

devices [11, 12].
= _\

—~N\

-t

Figure 2.1: An example of the CPS: Autonomous vehicle

Figure 2.1 shows a representative example of the CPS, an autonomous vehicle. Autonomous vehicles
are one of the most actively studied CPS these days. Autonomous vehicles are huge machines that exist in
the physical environment, and at the same time, they are also computers that judge and act intelligently.
According to the basic structure of CPS, an autonomous vehicle has software, the cyber layer, that is
the intelligence of the vehicle and physical layer that makes the vehicle’s behavior in reality.

In this dissertation, we especially focus on the development of the software part of the CPS, which is
the intelligence, decision-making mechanism, or controller of the CPS. In the CPS development, software
engineer participates in the development of the CPS controller (sometimes called controller system) that
decides the action of the CPS. The CPS controller is given the current CPS state which is observed by
sensors. The controller then decides an action to achieve CPS goals (e.g., safety, performance). Therefore,
the CPS controller can be defined as a module or a function that returns a proper CPS action depending

on the given CPS state.
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Figure 2.2: Controllers Constituting Autonomous Vehicle

Figure 2.2 shows examples of the controllers of the autonomous vehicle. The adaptive cruise control
system of an autonomous vehicle recognizes the forward distance and controls the speed to maintain a
safe distance. The lane-keeping system recognizes the position of the vehicle on the lane and controls the
angle of the handle so that the vehicle faces the center of the lane. The software engineer who develops
the adaptive cruise control system or the lane-keeping system of the autonomous vehicle implement

effective mechanisms to return an optimal driving speed or steering wheel angle (i.e., CPS action).
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Figure 2.3: Interaction between the CPS controller and the environment

More specifically, a CPS controller continuously interacts with the CPS environment as shown in
Figure 2.5. The CPS controller senses the environment according to the sensing capability of the CPS
and receives the information. It returns CPS action based on the observed environmental state. The
CPS action executed makes a change in the next environmental state. Therefore, the future state of
the environment is affected by the previous CPS actions and the environmental states. The changed
environmental state is again observed by the CPS and used in the CPS’s action-decision. The CPS

continues to repeat this process.

Self-Adaptive Systems

Self-adaptive systems (SASs) continuously adapt their behavior or structure to satisfy goals in
changing environments [13]. SAS has a feedback loop consisting of a controller that determines the
configuration for adaptation [3], which continuously checks the goal achievement and decides on the
configuration based on its adaptation strategy. Based on the adaptation strategy, an SAS respond
to unanticipated situations of the system itself or its operating environment [2]. These unanticipated

situations are referred as uncertainty. Uncertainty can come from imperfect requirements, defective



SAS design or implementation, or the runtime environment [14]. Among these various reasons, the
environment is one of the most interesting and challenging entities to address in SAS development. It
is difficult to fully anticipate at design time the environment that an SAS will encounter during its

operation, and modern systems have environments that are complex and open.

Self-adaptive system

Adaptation | read
goals | Managing System

sense adapt
v

h 4

Managed System

sense effect
A 4 A A

Environment

Figure 2.4: Conceptual model of an SAS [2]

Some papers that introduce SAS engineering provide a fundamental comprehension of SASs and the
environment [15, 2, 13]. Fig. 2.4 illustrates a conceptual model of an SAS [2], including the relationships
between the SAS and the environment. The environment is an external world comprising observable
physical and virtual entities where the SAS operates. Given that the environment is regarded as uncer-
tain, the SAS continuously senses it to reliably achieve its adaptation goals. The sensed environmental
condition affects the decisions of the SAS, and these decisions, in turn, can have new effects on the
environment,.

As shown in the Figure 2.4, SAS is a system that interacts with its operational environment. Based
on the observation, the SAS decides its action to achieve its adaptation goal. In this perspective, CPS is
also a kind of SAS. CPS also observes and interact with environment, and continuously makes decision
to achieve its goal in the uncertain and changing physical environment. Almost of the modern CPSs
have intelligence for adaptive action-decision, so almost of the CPSs can be regarded as the SAS, and
this dissertation also considers them. However a system can be self-adaptive even if it does not have any

physical part, so the concept of the CPS is partially subsumed by the SAS.

System of Systems

A System-of-Systems (SoS) is a large-scale complex system which consists of independent and au-
tonomous constituent systems (CSs) contributing to achieve an SoS-level common goal(s) [16]. The SoS
goal is one that is hard to achieve with a monolithic system, thus it is achieved by collaborations and
cooperations of the CSs as they interact with each other utilizing SoS resources [17]. To guarantee the
goal achievement of an SoS, CSs in an SoS should effectively provide their own capabilities in the form
of collaborations. In addition, interactions between CSs should enable an effective collaboration within
an SoS.

This type is an important and interesting type of the modern systems. Examples of SoS are clusters

of vehicles or drones, smart factories where many robotic systems work together, and complex defense



systems with multiple weapon systems. As the size and influence of SoS increase, an important objective
of SoS engineering is to ensure that SoS goals are achieved stably regardless of uncertainty. Therefore, for
SoS engineers, it is important to verify whether an SoS goal can be successfully fulfilled by the collabora-
tion. For the SoS verification, statistical verification is widely used for quantitative verification [18, 19].

In this perspective, the CPS having multiple CPS controllers is SoS [20, 21]. Independent CPS
controllers have their own goals. For example, the adaptive cruise control system of autonomous vehicles
aims to maintain a safe distance, and the lane keeping system aims to drive along the center of the
lane. Each CPS controller operates independently, but at the same time, it can be seen that it works
together for the higher goal of the CPS within the same CPS. Therefore, it can be seen that there is an

intersection between CPS and SoS.

SAS

Figure 2.5: Relationships of CPS, SAS, and SoS

Figure 2.5 summarizes the relationships of CPS, SAS, and SoS. There is the intersection of the CPS
and SoS, which represents the case of CPSs having multiple autonomous CPS controllers. In addition,
almost of the CPS and SoS aim to have the adaptation capability to the uncertainties in the environment
or the system itself. Therefore large portion of the CPS and SoS are overlapped in the concept of SAS.
In this dissertation, we consider the CPS that adaptively decides its action responding the uncertain
environment, and also have one or more CPS controllers in the CPS.

In the following section, we systematically survey the environment modeling of the SAS, which
embraces the concept of CPS. To provide a domain-general concepts and models of the environment,
not limited to the physical environment, we surveyed the environment modeling of the SAS, not the
CPS. Because the environment of SAS also represents the broad concept of the CPS environment, we
first understand the environment of SAS, and we then utilize the survey result for the CPS environment

model generation.

2.3 Systematic Review Protocol on Environment Modeling

To develop a system that is adaptive to an uncertain environment, such as SAS and CPS, numerous
engineering approaches have been proposed, such as eliciting adaptive requirements from the environ-
ment [22, 23], analyzing SAS design while considering an uncertain environment [24, 25|, testing an SAS

implementation with environmental inputs [26, 27], and updating environmental knowledge for optimal



runtime decision making of an SAS [28, 29]. In this context of active research on an SAS in an uncer-
tain environment, one shortcoming we noticed is that the meanings of “environment” and “uncertain
environment” are inconsistent across different studies. For example, different papers describe “uncertain
environment” as an environment that changes itself over time, an environment that has been changed by
an SAS, or an environment that has been misrecognized by sensor noise, among other definitions. This
inconsistent understanding makes it difficult to compare different studies.

Although there could be many reasons for this inconsistent understanding of the environment, what
we focus on is the lack of overall knowledge of how other researchers have interpreted the environment
of an SAS. In the software engineering community for SASs, an implicit agreement on the concepts of
the environment has been reached, but this agreement has led to ad hoc interpretations. We believe that
the various interpretations of the environment of an SAS are all meaningful in establishing a concrete
knowledge of it. Therefore, in this paper, we conducted a systematic literature review (SLR) to gather

and analyze these interpretations. We specifically tried to find out:
e how various researchers commonly understand the concept of the environment of SAS, and
e if there are cases in which their understanding of the environment is expressed as concrete models.

For the purpose, we automatically and manually searched 3719 papers and selected 128 papers as
primary studies. We examined the how the studies defined and described the SAS environment and how

existing studies abstracted it as models. Specifically, in our SLR, we found and provided:
e five common characteristics of the environment of SAS and their trends in the primary studies
e two common sources of environmental uncertainty and their trends in the primary studies, and

e 14 reference environment models for SAS with different purposes and expressiveness for the char-

acteristics.

On the basis of some guidelines for SLR, [30, 31, 32], we designed a review protocol that includes the
review steps and specific inputs and outputs for each step ( Figure 2.6). Designing a review protocol in
advance prevents a biased or subjective survey, and disclosing it ensures a reproducible review. According
to the goal of this SLR, we specified the RQs, automated search engines, manual search venues, and the
search string. The papers searched were evaluated to determine whether they were primary studies’
under the predefined criteria. The selected primary studies were then examined thoroughly. These
studies also became the sources of cross-reference searching, a step in which all the references of the
primary studies were exhaustively explored to minimize the possibility of missing important papers.
Any newly discovered paper was evaluated according to the selection criteria. In particular, we utilized
the “snowballing” method?. When searching finished, we extracted predefined data items from the
primary studies. The extracted data were analyzed, and the analysis results are reported in Sections 2.4
and 2.5. The rest of this section describes the elements of this protocol.

The purpose of this SLR is to show the trends of how the concepts of the SAS environment have
been understood and abstracted as environment models of SAS in software engineering. To achieve this
purpose, we specified questions that will be answered, as shown in Table 2.1. Regarding RQ1, to under-

stand the environment of SAS, we surveyed how primary studies have explicitly defined the environment.

Mn this case, a primary study refers to a paper subject to review, and the SLR. itself is a secondary study [30].
2The snowballing method exhaustively explores all the backward references (cited by the subject paper) and forward

references (citing the subject paper) until no additional papers are discovered [33].



Research Questions “Snowballing” method

Automated search engines v
Cross-reference

Manual search venues i
- o » Searching —P searching
earch sting 3163 | Candidate 556 | Candidate
’ papers papers
Selection criteria- - »| Selection Selection
Selected Selected
papers 100 28 papers
128 Primary studies
Data extraction items----- > Data extraction

lExtracted data

Data analysis

lAnaIysis results

Reporting the review

Figure 2.6: Overview of the review protocol

For RQ2, both the explicit definitions and characteristics used to describe the environment were clarified.
RQ3 was included because environmental uncertainty is a huge area of interest in software engineering
for SAS but remains an ambiguous term. In this SLR, we surveyed sources of the environmental uncer-
tainty and their coverage in primary studies. For RQ4, we selected papers from the primary studies that
proposed environment models and surveyed these modeling methods. RQ5 looked at the application of
the environment models. Finally, in RQ6, we examined the expressiveness of the environment models,
especially how the characteristics of the environment were represented in each model.

Different automated search engines that could help find related papers were utilized to collect ap-
propriate primary studies for answering the RQs. The selected search engines are listed in Table 2.2.
Widely used computer science article search engines were selected, and various multi-disciplinary search
engines were also used to search exhaustively for as many related works as possible. In addition, we
conducted a manual search for publications in related journals and conferences (Table 2.3) for added
focus on high-end software engineering and SAS-related venues.

The following search string was used to find related papers:

{(self- OR adapt) AND (software OR system) AND (environment) AND

(uncertain)}

Papers focusing on “software” or “system” with “self-” prefixed properties or “adapt” (as in “adaptive,”
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Table 2.1: Research questions of SLR

Category ID RQ

Definitions of the environment. How did primary studies explicitly define

Concepts of | RQ1
the environ-
ment of the RQ2
adaptive CPS

the “environment” of an adaptive CPS?

Characteristics of the environment. What characteristics of the environ-

ment of an adaptive CPS did primary studies mention in describing it?

RQ3 Sources of the environmental uncertainty. What did primary studies

consider to be the sources of environmental uncertainty?

Modeling of the environment. Who models, how do they model, and why
Models of RQ4

the environ-
ment of the RQ5
adaptive CPS

do they model the environment of the adaptive CPS?

Application of the environment models. When and how are the environ-

ment models used?

Ezxpressiveness of the environment models. How are the characteristics

RQ6 . .
of the environment expressed in the models?
Table 2.2: Automated search engines

Discipline Search engine

Computer IEEE Xplore (http://ieeexplore.ieee.org/)

science and ACM Digital Library (http://dl.acm.org/)

related subjects DBLP Computer Science Bibliography (https://dblp.org/)
Web of Science (http://www.webofknowledge.com/)
SpringerLink (http://link.springer.com/)

Multi- Scopus (http://www.scopus.com/)

disciplinary Wiley Online Library (http://onlinelibrary.wiley.com/)
World Scientific (https://www.worldscientific.com/)
ScienceDirect (http://www.sciencedirect.com/)

“adaptiveness,” etc.) were searched. The “self-” prefix identifies the most general terms of various adap-
tive properties [34]. We likewise searched for studies explicitly referencing the uncertain environment
or environmental uncertainties of SAS, which were both caught by our specification of forms of “envi-
ronment” and “uncertain.” This search string was used for both the automated and manual search; the
search scope included titles, abstracts, and author keywords of the papers.

The searched papers were evaluated using the predefined selection criteria in Table 2.4. There were
both inclusion and exclusion criteria. If a paper satisfied all the inclusion criteria and none of the exclusion
criteria, then it was selected as a primary study. Inclusion criteria IC4 evaluated whether a paper was
appropriate to answer our RQs. Our purpose was to gain a general knowledge of the environment of an
SAS from papers on developing systems to be adaptive to the environment, so only domain-general SAS
engineering papers were included. All the authors of this work read the abstracts of the papers (and the
introductions if needed) and together judged if the papers were appropriate to answer our RQs. Other
criteria helped control the discipline focus, quality, and form of the primary studies.

Extracted data items were identified for each RQ (Table 2.5). Following our predefined review
protocol, we searched 3163 papers (2987 automatically, 176 manually) and selected 100 primary studies.

11



Table 2.3: Manual search venues

Type Venue

ACM Transactions on Software Engineering and Methodology

ACM Transactions on Autonomous and Adaptive Systems

Journal IEEE Transactions on Software Engineering

Journal of Systems and Software

Information and Software Technology

Intl. Conference on Software Engineering

Intl. Symposium on the Foundations of Software Engineering

Confer-
Intl. Conference on Automated Software Engineering

ence
Intl. Symposium on Software Engineering for Adaptive and Self-Managing Systems

Intl. Conference on Self-Adaptive and Self-Organizing Systems

Data extraction was conducted manually, and the collected data were analyzed to answer the RQs.
Using the “snowballing” method, we searched an additional 556 references and selected 28 more primary
studies. Thus, a total 128 primary studies were surveyed ( Figure 2.6). The details of searching and
selection, such as the number of papers for each engine and venue or the criteria evaluation results, are

accessible on our website but not fully described here?

. From the primary studies, we extracted data
and analyzed these to answer the six RQs. Throughout all the review steps, to create a reproducible
and objective survey, we recorded all the outputs for each step and made all the review data, including
extracted raw data, accessible?. In this section, we report the analysis results for each RQ.

Following section reports the review results for each RQs.

2.4 Review Result 1: Concepts of the Environment

2.4.1 Definitions of the Environment

We first collected explicit definitions to understand the environment of an SAS. We searched
sentences explicitly defining “environment,” such as “environment is defined as...” or “environment
means....” Owing to the strict format of sentences, only three explicit definitions were found, as listed
in Table 2.6%. [35] defined environment as external and observable objects. [36] highlighted the fact
that it is not under the direct control of an SAS. By contrast, [37] defined environment as circumstances
interacting with the SAS. In paraphrasing the existing definitions, we can say that the environment of
an SAS is a set of external and observable objects that are not under the control of the SAS but interact
with it.

The definitions are acceptable and indicate some key characteristics of the environment, such as
diverse factors, externality, observability, and interaction. However, only a few of the selected studies
explicitly defined environment, and they varied considerably in terms of the authors’ perspectives. Such
differences made it difficult to get considerable knowledge about the concept of environment from the
existing definitions only. This outcome confirmed the assumptions that drove our motivation to conduct

this SLR. Fortunately, the studies without explicit definitions implicitly shared a common understanding

3 Access the SLR website for all the review data: https://sites.google.com/se kaist.ac.kr/sas-environment-slr/
4Citation numbers for primary studies begin with “P”. A list of the primary studies is provided on our SLR website?

due to lack of space.
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Table 2.4: Inclusion and exclusion criteria

Inclusion criteria

IC1 | Papers written in English

109 Research papers peer-reviewed and published in conferences, jour-
nals, or books

IC3 | Papers in computer science field

14 Papers on the topic of a domain-general software engineering ap-
proach for self-adaptive systems’ adaptation to the environments

Exclusion criteria

EC1 | Duplicated papers

EC2 | Papers whose contents were not fully accessible

EC3 Papers not in the form of full research papers (i.e., abstracts,
tutorials, or reports)

EC4 | Collections of studies (i.e., books or proceedings)

BCS Papers summarizing existing studies or concepts (i.e., overviews,

introductions, keynotes, roadmaps, or surveys)

Table 2.5: Data extraction items

RQ Data items

RQ1 Explicit definition of the “environment” of an SAS

RQ2 Expressions explicitly mentioned to describe characteristics of the environment

RQ3 Sources of environmental uncertainty addressed in the primary studies

RQ4 Environment modeling details (modeling agent, effort, purpose, formalism, process, etc.)
RQ5 Environment model application details (application time, usage, supportive techniques, etc.)
RQ6 Characteristics of the environment expressed in the models

about the environment. consequently, we attempted to gather this understanding in answering RQ2 on

the basis of these definitions.

2.4.2 Characteristics of the Environment

To establish the concept of the environment of an SAS, we collected characteristics of this envi-
ronment. Despite the limited explicit definitions in RQ1, almost all the primary studies described the
environment of an SAS of their interest. We searched for all the sentences that included “environment”
in the primary studies and collected and categorized the numerous adjectives and nouns from the sen-
tences that described the environment, as shown in Table 2.7. The expressions in the primary studies are
organized in the first column and then listed in the second column. We discussed how to classify various
expressions into some common characteristics and, finally, organized the five common characteristics of
an SAS environment. Descriptions for each characteristic and the related expressions are also given in
Table 2.7.

Diversity: Environment comprises diverse environmental factors. The term environment does

not only mean a specific object, but a set of environmental factors of interest. Specification of the
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Table 2.6: Definitions of environment

Explicit definition of the “environment” of SAS Ref.

“anything observable by the software system, such as end user input, external hard- P6
ware devices and sensors, or program instrumentation”

“the physical world or computing elements that are not under control of the system” | P24

“circumstances that interact with or affect the system” pr7

environment requires a set of specifications of each environmental factor of interest. An environmental
factor could be cyber, physical, human, external service or systems, or even time. As there can be
various environmental factors, they may each have their own constraints or rules, such as law of physics.
Therefore, the environment of an SAS should be finally defined according to the domain knowledge.

Externality: Environment is outside the SAS boundary. Therefore, only objects that are outside
the system boundary can be regarded as environmental factors. Given its externality, environment is
not under the direct control of the SAS. It is not directly modifiable by an SAS like a system variable,
but an SAS can give a stimulus to the environment through actuators and so on.

Observability: Every external object of interest can be regarded as an environmental factor of
an SAS, but a constraint is that the object must be observable by the SAS. Therefore, defining an
environment of an SAS is related to the monitoring capability of the SAS. In SAS academia, we do
not regard all external things as an environment but as external and observable things. Environment is
observable by monitoring components of an SAS, so the SAS can respond to the environment.

Interactivity: Environment and SAS interact and thus affect each other which is why the adap-
tation of a system to the environment is needed. Environment specification should specify the mutual
influence of the environment and the SAS. Environmental influence on the SAS can be adverse or sup-
portive of SAS goals. An external and observable object not related to and interacting with the SAS
does not need to be regarded as an environmental factor.

Uncertainty: Environment is not certainly anticipated at design time. It is uncertain because it is
an external element. If SAS engineers have considerable domain knowledge, then a better expectation of
the runtime environment can be made, but a complete knowledge of the external factor is almost impos-
sible. Continuous environment monitoring of the SAS reduces the uncertainty. Numerous expressions
implying limited and incomplete knowledge about the environment, such as unknown, change, dynamic,
probabilistic, and so on, are used.

Figure 2.7 shows the summary of the primary characteristics of the environment.

Figure 2.8 shows how many papers mentioned each characteristic of the environment. This informa-
tion indicates what environmental characteristics were relatively familiar to the researchers as expressed
in their writing. For example, “dynamic operating environment” was one of the most widely used ex-
pressions to describe the environment. The figure shows trends in the characteristics mentioned. More
important than the trends, however, is that in addressing RQ2, the various characteristics and expres-
sions were organized to help understand the environment more comprehensively. Although there were few
clear definitions, the SAS research community has established a significant and implicit agreement on the
characteristics of an SAS environment. Lastly, we were able to make these agreed upon characteristics

explicit and visual.
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Environment consists of diverse
- --- environmental factors.

keywords: diverse environmental factors
. . . Diversity
Environment is outside
of system boundary
keywords : system boundary, . .
out of control . " Environment is observable
Externality Observability - - by SAS.
Characteristic keywords : sensor, value, data
of Environment
of SAS /

Environmental state at runtime is
not fully anticipated at design time.

-- Interactivity  Uncertainty -- keywords : unpredictable,
misunderstanding, dynamic,
probabilistic

SAS and environment
affect each other.

keywords : sensor, actuator,

influence, system goal

Figure 2.7: Environment characteristics

2.4.3 Sources of the Environmental Uncertainty

Among the characteristics of an environment, uncertainty is one reason that a system should monitor
and adapt continuously to the environment. However, the use of the term “uncertainty” is typically
conceptual and ambiguous and can thus cause inconsistent understanding among engineers. To tackle
ambiguous understanding®, we examined concrete sources that cause environmental uncertainty. In
the selected primary studies, we found three papers [P22, P94, P102] that proposed taxonomies of
environmental uncertainty sources. We leveraged their taxonomies to analyze which sources were widely
addressed in the primary studies. We summarized these taxonomies of sources® and reorganized them
as presented in Table 2.8.

As the descriptions of existing sources had overlapping meanings, so we reorganized the sources into
two common sources. The first common source of environmental uncertainty is limnited environmental
knowledge. An SAS engineer may have limited knowledge about the environment because the envi-
ronment changes or the environment was not fully identified. Sometimes, SAS engineers can miss some
environmental factor in consideration. The primary studies have divided this source into different types
of environmental factors (cyber, physical, and human). However, the common reason for the uncertainty
is the limited environmental knowledge no matter the type of factor.

A second orthogonal source of environmental uncertainty is incomplete interaction with the
environment. Even if the environment is well specified, environmental uncertainty arises if the inter-
action with the environment is not as expected. SAS interacts with the environment through sensing
and effecting. If sensing or effecting fails or returns inaccurate or noisy results, then the environmental
uncertainty would increase.

We reorganized the common sources of environmental uncertainty, but the existing source terms
and descriptions are cited in Table 2.8 for reference.

Figure 2.9 shows the summary of the sources of the environmental uncertainty and their relation-
ships. The environmental uncertainty is cause by two primary sources, ‘limited environmental knowledge’
and ‘incomplete environmental interaction’. Environment changes dynamically and sometimes its state

is non-deterministic. It makes the environmental state unpredictable before runtime of the SAS. Con-

5We also surveyed definitions of “uncertainty” and “environmental uncertainty,” but these were not included in this

paper due to lack of space. Please refer to our website?
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Figure 2.8: Number of mentions of characteristics of an SAS environment

Limited environmental knowledge

[ Dynamicity of 1
1 environment TN fmmmmmmmmmm e

[ Non-determinism of 1
1
1

environment !
““““““““““ Environmental state at

Uncertainty/ runtime is not fully
anticipated at design time.

____________________ ( : ; \
( . .
[ Censor noise/failure & . Inaccurate situational
[t s ) ] awareness !
____________________ (" ITnovmortad roc: e
( . .
1 Actuator noise/failure :—»: Unexpected r.esults '
(St ; ] of adaptation !

Figure 2.9: Environmental uncertainty sources

sequently the environment becomes uncertain to engineers. On the other hand, the SAS interacting
with the environment observes the environment using noisy and faulty sensors. It makes the system
recognize the environmental situation inaccurately. In addition, SAS affects the environment through
inaccurate actuators, hence it is hard to accurately expect the environmental effect of the SAS actions.
This inaccuracy makes the environment uncertain to both engineers and the SASs.

In Figure 2.10, we also analyzed how many primary studies addressed each source of environmental
uncertainty. In these sources, environmental uncertainty caused by limited environmental knowledge was
addressed more than uncertainty from incomplete interaction. However, limited knowledge about the

human environmental factor was rarely addressed compared to the others. With regard to the sources of
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Figure 2.10: Frequency of addressing each source of environmental uncertainty

incomplete interaction, the sources related to sensors were relatively familiar to researchers, as evidenced
in the writing, more so those related to effectors. In noting the trends, we must also acknowledge
that even if various studies are addressing “environmental uncertainty,” their use of this term does not
necessarily rely on the same source. Therefore, researchers need to specifically explain their concerns

regarding a particular source of environmental uncertainty to prevent misinterpretation.

2.5 Review Result 2: Models of the Environment

2.5.1 Environment Modeling Methods

A model is an abstraction of a subject that represents its important features, and so examining
existing environment models allows us to find important features of the environment. In RQ4-RQ6,
we provided an analysis of reference environment models. We found 14 unique models that represent
the environment of an SAS from the 128 primary studies, and these are listed in Table 2.9. If a paper
named the model, then the name is presented in the table; otherwise, a descriptive name we created
for the model is listed. All the models provide an abstraction of the environment of an SAS, but their
representations varied depending on the purpose of the modeling and the authors’ perspectives. In
addition, the formalism of the model was decided based on the authors’ purpose. Some models followed
standardized formalisms, while others were created using the authors’ modeling languages or rules. These
details are summarized in the table. While the models are not explained individually in detail (the reader
is directed to the original reference for this information) due to a lack of space, the insights obtained
from their analysis (modeling process and modeling effort) are shown.

We summarized the modeling processes for each model® and noticed common milestones for the

modeling of the environment of an SAS. The milestones were as follows:
e Modeling the system boundary and environmental factors
e Modeling the environmental impact on the system goal

e Modeling interfaces of the system-environment interactions
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e Modeling the variability of the environment

All 14 modeling processes included at least one milestone. The first milestone was identifying the system
boundary and enumerating the environmental factors that are outside of the system boundary. The
second milestone focused on the goal of the SAS and modeled how the environment affects the goal. The
third milestone highlighted the boundary between the SAS and the environment. It represented how the
SAS and the environment utilize their interfaces, such as sensors and actuators. The fourth milestone
modeled the variability of the environment. It expressed how the environment is able to change itself
over time or is changed by the SAS. It is not necessary to achieve all the milestones, and they do not

need to be achieved in a sequential order. The choice of milestones depends on the modeling purpose.
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Figure 2.11: Four major perspectives of environment modeling

Based on the findings, not restricted to specific RQs, we also learned the following four common
perspectives of primary studies for specifying or modeling the environment of an SAS shown in Figure
2.11.:

o SAS boundary and external factors: Identifying a system boundary is essential in defining the
environment; identifying the external environmental factors then follows. This perspective guides

engineers to clarify a boundary of an environment of SAS under consideration.

e FEnvironmental impact on the SAS goal: Understanding how the environment affects the SAS goal is
important to clarify the purpose of adaptation. This perspective guides engineers to elicit purposes

and appropriate methods of adaptation.

o Interface of the SAS-environment interaction: Interfaces between the environment and the SAS,
such as monitored environmental variables, actuating variables of the SAS, or specification of
incomplete interaction (e.g., noise or failure), should be identified. This perspective helps to define
an environment in the view of an SAS. It also specifies the limited amount of information about

the environment and control capability over the environment that the SAS can have.

o Variability of the environment: Change of an environment over time or by the SAS should be
identified for analysis by the SAS in the environment. This perspective helps to enumerate possible
environmental states that an SAS will encounter during runtime. It also reveals the insufficiency
of domain knowledge of SAS engineers and guides to define the degree of adaptiveness required for
the SAS.
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Although these four perspectives of environment specification or modeling were not always fully
covered in each primary study, these must be sufficiently understood to have concrete knowledge about
a specific environment of an SAS. These four common perspectives will help researchers sufficiently
consider various aspects of the environment throughout the whole development process of the SAS and

in the modeling.

Manual

& low
& high

Automated

Modeling effort

0 2 4 6 8 10 12
Number of models

Figure 2.12: Modeling efforts of the environment models

We also examined the modeling efforts for each model, and these are summarized in Fig. 2.12.
We divided the modeling efforts into automated and manual modeling. Automated modeling generated
environment models automatically through the use of data by their methods (M5, M6, M8, and M11).
Manual modeling was divided into two cases. The first case (high) is when significant expert-level envi-
ronment knowledge, such as how environment behaves or which environmental conditions are expected,
is required (M2, M3, M4, M7, M9, M10, M13, and M14). The second case (low) is when modeling can
be completed with assistance, such as data, without significant knowledge (M1, and M12). Among the
14 models, only four were modeled automatically. The others were manually modeled. It is natural
for engineers to build models manually for their purposes. However, the fact that most manual models
require significant environmental knowledge suggests that the results of many engineering techniques

using environment models can vary, depending on the quality of the engineer’s knowledge.

2.5.2 Application of the Environment Models

- Requirement analysis | |
[S)
'§ Design & verification | |
E Implementation & testing |
< Operation decision-making | |
0 1 2 3 4 5
Number of modeils

Figure 2.13: Application of the environment models

In answering this RQ, we examined how the environment models were used. We summarized the
applications of the models in Fig. 2.13. We categorized the four usages of the models. The first was
requirement analysis. Some environment models were used to explicitly identify environmental factors
and elicit requirements they affected (M2 and M12). Another application was using the environment
models as verification environments to mimic the actual environments of SASs (M3, M6, M7, M9, and

M10). This was the most common usage. Another way to use the environment model was in generating
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testing inputs for an SAS (M1, M4, and M14). The environment models of verification and testing
were used to explore failures of an SAS that were triggered by the environment. The last application
of the models was for the decision making of an SAS during operation (M5, M8, M11, and M13). The
environment models were generated or updated during runtime, and they helped an SAS make optimal
decisions in the runtime environment. The usage of each model is presented in Table 2.9.

We also summarized techniques that support leveraging the models but did not present them here
due to a lack of space (they are available on our website®). However, one point that we would like to
share here is that a common supportive technique of 11 models was simulation, which is regarded as the

most fundamental use of environment models.

2.5.3 Expressiveness of the Environment Models

Finally, we examined how the environment characteristics (revealed in answering RQ2) were rep-
resented in the models. Fig. 2.14 shows the analyzed results for each characteristic (the details of each
model can be found on our website®). For diversity (Fig. 7a), five models (M2, M4, M6, M10, and
M12) required explicit modeling of each environmental factor. They highlighted the independence of the
factors and could also represent the interaction among the factors. The other models implicitly showed
that an environmental condition comprising diverse variables. For externality (Fig. 7b), 10 environment
models (M1-M6, M10-M12, and M14) were decoupled from the system model. However, the other models
were coupled with the system model, and externality was implicitly a part of their modeling process.
For observability (Fig. T7c), only three models (M1-M3) explicitly described how the environment is
monitored by an SAS representing sensor interfaces for environment observation. The others did not
show an observation mechanism in the model but just assumed it.

For interactivity (Fig. 7d), all the models illustrated interactions between the environment and the
SAS, but the direction of interaction influence can be in either direction. First, environmental conditions
can affect the SAS; second, SAS behaviors can affect the environment. Nine models (M2-M7, M10,
M12, and M14) represented only how the environment affects the system. They showed how the SAS
goal is affected by or how the SAS reacts to the numerous environmental conditions. Only five models
(M1, M8, M9, M11, and M13) represented two-way interactions. They modeled how the environment is
changed by the SAS’s behaviors, in addition to the SAS’s reaction to the environment. When modeling
the interactions, the incompleteness of the environment was also represented in some models. Among
the models that expressed environmental influence on the SAS (Fig. 7d-1), only four representations of
inaccurate sensors (M1, M3, M8, and M9), such as sensor noise, and one representation of sensor failure
(M10) were found. Among the models expressing the SAS behavior’s influence on the environment (Fig.
7d-2), only one representation of an effector or actuator possibly being inaccurate was found (M9). This
result demonstrates that, so far, most models assume ideal interactions.

With regard to uncertainty (Fig. 7e), although there may be various ways to represent this in
the environment, we included how models represented the variability of the environment because most
models did this. Twelve models (M1, M3, and M5-M14) explicitly represented the variability of the
environment, but two models (M2, and M4) just assumed the environmental condition can vary over
time and did not represent it. Among the 12 models (Fig. 7el), six models (M1, M7-M9, M11, and
M13) represented how the environment responds to the SAS operation, and three others (M3, M5, and
M14) modeled autonomous changes in the environment over time. These nine models usually specified
environmental states and reactive or autonomous state transitions. The remaining three models (M6,

M10, and M12) represented variability as an enumeration of possible environmental states. In answering
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Figure 2.14: Representations of the SAS environment characteristics in the models

modeling for SAS as follows:

RQ6, we found that every model had a unique expression for the characteristics of the environment
depending on the perspective, and we showed the trends of those expressions in this work.

Finally, we also identified some research challenges and limitations of the existing environment

e Limited consideration of various environmental characteristics: Few papers systematically identi-

fied the characteristics of the SAS environment prior to this work, so the various characteristics of



the environments were often not explicitly expressed. Future modeling should reflect the diverse

characteristics and perspectives of the SAS environment.

e Limited consideration of various sources of environmental uncertainty: Although there are various
sources of environmental uncertainty, existing models did not represent them comprehensively.
Future research should also address complex environmental uncertainty in which various sources

are combined.

e Considerable manual effort and domain knowledge required for modeling: Adaptations based on
environment models are increasing, but they still rely on manual models and domain knowledge.
For the effective use of the environment model, additional research on automated or data-driven

model generation is needed.

2.6 Comparison of Related Works and the Thesis

This section introduces environment modeling approaches related to our environment modeling
approach that was collected in Chapter 2.

The environment models used to verify the goal achievement of the CPS controller under analysis
in the physical environment often represent how the environmental state changes by the CPS actions.
Figure 2.15 shows the definition of environment model for CPS goal verification. The environment model
is the transition function of the state observed by the CPS controller. The state is an environmental
state that is sensed through the CPS sensors. Because the CPS operates in the physical environment, the
sensed environmental state represents the CPS state in the environment. Based on the observed state,
the CPS controller decides on an action. The next state is decided on the current state and current CPS
action. Therefore, the environment model abstracts the state transition, so the environment model can

also be called a state transition function.

Current
state 8¢
Environment model
Current f(dg, ap) = deyq Next
action actuate sense state
a; St+1

CPS controller

Figure 2.15: Environment model for CPS goal verification

In the SLR of Chapter 2, 14 reference environment models were collected. Among them, we found
eight environment models representing the state’s transition function observed by the CPS controller.
This section introduces the eight environment modeling approaches.

A. Reichstaller, et al. proposed a testing environment in which human testers can dynamically
interact with the system [38]. The environment model is given the action of the system under test and
returns the next state of the system and a reward that quantifies the testing criteria satisfaction. The

interaction between the environment and the system under test is modeled as a closed-loop interaction,
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but the human testers can also inject testing actions during the system execution. This study provided
the testing environment framework, but the engineers should adopt a domain-specific environment of the
system, and not a domain-general solution for the environment modeling is provided.

W. Yang, et al. proposed an environment model that represents sequential state transition of the
CPS, such as a robot vehicle [39]. The purpose of the environment modeling is the realistic consideration
of the environmental constraints during the formal verification of the CPS behavior. Engineers model how
the environmental state is changed after a specific CPS action is executed. In addition, the environmental
uncertainties, such as the sensor noise or the unexpected consequence of a CPS action, are explicitly
specified in the state transition.

Y. Qin, et al. proposed a model representing the interaction between the CPS and environment
[27]. The model explicitly embraces the concept of environmental uncertainties. The first uncertainty
specified in the model is the wrong recognition of the environmental state by the CPS. The second
uncertainty specifies the unexpected effect of the CPS actuation on the environmental state. This
model comprehensively captured uncertain interaction between the CPS and its physical environment.
However, the environment model is conceptual, so engineers are needed to utilize a high-fidelity simulator
to concertize the environment model in practice.

Z. Ding, et al. modeled the environmental state transition using an extended Petri-Net [24]. The
environmental state transition and the CPS action decision model are tightly coupled in a single Petri-
Net model. When the skeleton of the Petri-Net model is developed, the details of the model can be
automatically learned to form the operation data. However, modeling the initial Petri-Net model still
requires expert-level knowledge of both Petri-Net language and the interaction between the CPS and the
physical environment.

Moeka Tanabe, et al., and D. Sykes, et al. modeled the state transition of the CPS using a state
machine [40, 28]. A state is modeled as an environmental state, and the transition between the states
is triggered by the CPS’s actions. The model is used to abstract the high-level behavior of the CPS
because there is a state explosion problem in the state machine.

J. Camara, et al., and G. A. Moreno, et al. modeled the environment state transition model using
Markov Decision Process (MDP) [41, 42]. The environment model MDP is implemented in PRISM model
checker language. The models were used to predict the next state of the environment affected by the
system action for the better runtime decision-making of the system. The structure of the environment
model is made by engineers, but the time-series forecasting algorithms automatically calculate concrete
values in the MDP environment model.

The next section discusses the limitations of these related environment models from the perspectives
of the challenges of the environment modeling described in Chapter 1. We compared the related
environmental modeling approaches based on the challenges of manual modeling mentioned in Chapter 1
in Table 2.10.

From the perspective of the modeling of a complex environment, all existing approaches can model
the environmental state as a discrete state by significantly abstracting the environment to reduce the
complexity. Some approaches can represent continuous environmental state variables to represent more
complex environments. In addition, some models also expressed environmental uncertainty, such as
inaccurate monitoring of the state of the environment on the system and stochastic state variations.

From the compounding error problem perspective, in most approaches, small errors are accumulated
during the long simulation. It makes it difficult to perform an accurate simulation. Therefore, engineers

can simulate most models only for small simulation time steps. The environment models should be
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updated for each simulation time step for long-term simulation. Some models are proposed for long-term
simulation, but the approaches assume domain experts give an accurate environment model.

From the manual modeling effort perspective, most modeling approaches assume or require expert-
level domain knowledge for accurate environment model generation. For example, the concrete environ-
mental state transition should be given as a function or many rules. Some models require engineers to
design the environmental state transition mechanism skeleton. However, the requirement is unachievable
to human engineers when the CPS and its environment are very complex. Some modeling approaches
provide some data-driven automation methods to learn some part of the environment model, but large

manual effort is still required for modeling.

Table 2.10: Limitations of the related works

Modeling | Complex environment modeling | Solving Manual modeling effort
approach ) ) compounding | Required )
Continuous Environmental ) Data-driven
) ) error domain )
state variable | uncertainty . automation
expertise
[38] (0] X ] High None
[39] X (0] 0] High None
[27] 0O 0O 0] High None
Partial
[24] 0 0 X High arta
(Petri-Net learing)
. Partial
[40] X X X High
(Differential learning)
Partial
[28] X 0 X High arta
(Rule learning)
. Partial
[41] X (@) X Medium
(Simple data analysis)
Partial
[42] X 0 X Medium |
(Simple data analysis)
Largel
This 0 0 0 Low ey

(Imitation learning)

Our approach automatically generates the environment model using Imitation Learning (IL) com-
pared to the related environment modeling approaches. It only requires little domain knowledge to define
the environment model’s input and output. The environmental state transition mechanism is learned
from solely CPS operation data. In addition, the generated model represents an environmental state
as a continuous variable, and the environmental uncertainty, such as sensor noise, is embraced in the
environment model. The environment model is generated for the long-term simulation of solving the

compounding error problem.

2.7 Summary

In this chapter, we introduced CPS and environment modeling. We described the CPS and its con-

troller of this thesis’s interest and compared the concept of CPS with the related system types (i.e., SAS
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and SoS) to comprehensively understand CPS. In addition, we systematically surveyed the environment
modeling studies. Based on the SLR results, we concertized the concept of the environment and analyzed
some related environment models. Finally, we compared the environment models abstracting the state
transition of the real environment based on the challenges of the manual environment modeling to show
their limitations comparing to the thesis. In summary, the related environment modeling approaches
are not appropriate to model the complex environment, be used for the long-term simulation, and be
used with less domain knowledge. We will provide a novel model generation approach to solving the

challenges of manual environment modeling in the following chapters.
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Chapter 3. Formal Framework of CPS Goal Verification

3.1 Introduction

This chapter introduces a mathematical framework for modeling how the CPS under analysis in-
teracts with its environment to achieve its goals. First, the interaction between the CPS controller and
its environment is modeled. Second, embracing the model, we define the formal framework of CPS goal
verification. Third, based on the formal framework of CPS goal verification, we formally define the
environment model generation problem of this thesis. The formal problem definition can be also shared

to the related environment modeling studies.

3.2 CPS-Environment Interaction Model

Road (Enwronment)

Distance
to lane
center
(state”)

Steering
angle
(action)

Lane-keeping
vehicle (CPS)

Figure 3.1: Closed loop interaction between CPS and environment

In this section, we first formally model the interaction between the CPS controller and its operational
environment. To limit the scope of modeling and divide the modeling concerns, in this dissertation, we
assume the CPS and the environment interact with each other in a closed loop. This means that there is
no external factor that affects to the CPS and the environment. Only the CPS affects the environment,
and only the environment affects the CPS. In short, we call the interaction CPS-ENV interaction.

Figure 3.1 shows an example of the CPS-ENV interaction. Here the CPS controller is the lane-
keeping system of an autonomous vehicle, and the environment is the road observed by the lane-keeping
system. The lane-keeping system observes the vehicle’s state by sensing its road environment. Especially,
it observes the distance to the lane center. Based on the observed data, it decides a steering angle towards
the lane center. The steering angle is actuated and finally triggers change in the distance to the lane
center that will be observed at the next time step.

Like the example above, a CPS achieves its goals by interacting with its physical environment.
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Specifically, starting from an initial state of the environment, the CPS software controller observes the
state and decides an appropriate action to maximize the likelihood of achieving the goals. Then, taking
action causes a change in the environment for the next step, which the CPS will observe again to decide
an action for the next step. To formalize this process, we present a novel CPS-ENV interaction model
inspired by Markov Decision Process [43] that models an agent’s sequential decision-making process

under observation over its environmental states.

Environmental state transition function
6:AXS—>S

Action State

acA

CPS policy function
TS - A

Figure 3.2: CPS-ENV interaction model

Specifically, a CPS-ENV interaction model is a tuple M = (S, A, 7,0, s9) as shown in Figure 3.2,

where

e S is a set of observable states of the environment under consideration, A is a set of possible CPS

actions,
e 7m:5 — Ais a policy function that captures the software controller of the CPS,

e §:S5x A — S is a transition function that captures the transitions of environmental states over

time as a result of CPS actions and its previous states',
e and sg is an initial environmental state.

For example, starting from sg, the CPS makes an action ag = w(sg), leading to a next state s; = §(sg, ag).
By observing s1, the CPS again makes the next action a; = 7(s1), and so on.

In the CPS-ENV interaction model M, S and A are defined by the CPS sensing and actuating
capability. S is limited by the sensors equipped in the CPS. If a sensor can observe an external integer
variable ranging from 1 to 100, then the S = {1,2,...,99,100}. If there are multiple sensors, an s € S
is a vector including multiple sensing variables. In the same way, an a € A is also a vector of actuating
variables of the CPS. Therefore, the size of S and A is proportional to the number of sensing and

actuating variables and the ranges of the variables.

1Though we use deterministic policy and transition functions for simplicity, they can be easily extended in terms of

probability density, i.e., 7: S x A —[0,1] and § : S X A X S — [0, 1], to represent stochastic behaviors if needed.

30



Based on the S and A defined by the CPS’s sensing and actuating capability, the = and ¢ are the
functions abstracting the CPS controller and the environmental state transition. Here, the 7 is the
software controller under development, so the 7 is an engineering artifact. On the other hand § is a
mathematical representation of the real environment, so it just abstract an unknown state transition
observed by the CPS controller. Therefore, § represents the ‘environment model’ in this dissertation.

Based on the CPS-ENV interaction model, we formally define how the CPS controller interact with

the environment and what the ‘environment model’ in this dissertation means.

3.3 Formal Framework of CPS Goal Verification Process

In this section, we introduce the formal framework of CPS goal verification process using the CPS-
ENYV interaction model M defined in the previous section. It formally abstracts the typical process of

statistical CPS goal verification.

Road (Environment) Execution L
v i ‘ & Log data Statistical
= \ Dist data ) Data Result
i Istance i ' analysis -
Staenegrire‘g to lane collection time |distance |angle vl Max(dlStance)
(action) centgr :> |—> ~N{u = x,
@ (state”) o2 = y}
Lane-keeping Goal specification
vehicle (CPS) <Safety goal>

Minimize “maximum displacement™
(evaluation metric: Max(distance)

Figure 3.3: An example of CPS goal verification process

The CPS goal verification process is summarized as follows as shown in Figure 3.3. The engineer
develop CPS controller first and run it in the environment. For example, suppose there is an engineer
developing a lane-keeping system of an autonomous vehicle. The lane-keeping system is defined as a
system in which the car receives the distance from the center of the lane as input and determines the
angle of the steering. The determined angle controls the car and it makes a change in the next state
of the vehicle. The Lane-keeping system repeats this process to control the car. The CPS controller
collects driving data that records the states and actions. This driving log data is the time series data
of the environmental state observed by the CPS for each time stamp and the CPS actions determined
by it. The accumulated driving log data is analyzed to assess the goals of the vehicle. For example,
the engineer can quantitatively evaluate the safety goal of the lane-keeping system, minimizing the
“maximum displacement” from the center of the lane. The result is a statistical analysis result of the
goal evaluation metric.

We define a formal framework of the CPS goal verification process as shown in Figure 3.4. For a
CPS-ENYV interaction model M = (S, A, 7,0, s0), we can think of a sequence of transitions sg 200 5
So 22y . gnoly Sp over n steps where s;_1 e s; denotes a transition from a state s;_; to another
state s; of the environment by taking an action a;_; of the CPS. More formally, we define a trajectory
of M over T time ticks as a sequence of tuples tr(M,T) = ((so,a0),- .., (sT,ar)).

Since a trajectory of a CPS-ENYV interaction model concisely captures the sequential interaction

between the CPS under analysis and its environment, one can easily verify whether CPS goals are
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Figure 3.4: Formal framework of CPS goal verification process

achieved or not by analyzing the trajectory. Specifically, let ¢ be a requirement that precisely specifies
a goal under verification. The achievement of ¢ is quantifiable. For a CPS-ENYV interaction model M,
the verification result of ¢ for M, denoted by (M, ¢), is computed by evaluating the achievement of ¢
on the trajectory of M.

Depending on the type of ¢, the value of ¥(M, ¢) can be Boolean (expressing the success or failure
of a requirement with clear-cut criteria) or Float (expressing the measurement of an evaluation metric
of ¢). For example, one of the evaluation metrics of the lane-keeping requirement is the distance the
vehicle is away from the center of the lane. As a result of the verification of the lane-keeping goal, the

average or maximum distance from the center is computed.

3.4 Problem Definition of the Environment Modeling

3.4.1 Original Definition

Using the formal framework of CPS goal verification process, This section formally defines the

problem of environment model generation of this thesis.

(As-Is) FOT-based approach (To-Be) Simulation-based approach

CPS-ENV interaction M, CPS-ENV interaction M,

Real environmental statepmmess
transition function
0, AXS—S

| Virtual environmental state
transition function
0,,AXS—>S

.
.

Verification result Verification result
—
(M, ) make as close Y(My, p)
as possible

Figure 3.5: Formal problem definition of the environment model generation
The formal problem definition of the virtual environment model generation for CPS goal verifi-

cation in this thesis is shown in Figure 3.5. The problem of virtual environment model generation

for simulation-based CPS goal verification is to find an accurate virtual environment model that can
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replace the real environment of the CPS goal under verification while maintaining the same level of
verification accuracy. Specifically, for the same CPS under analysis, let a CPS-ENV interaction model
M, = (S, A, 7,0,,s0) representing the interaction between the CPS and its real environment (in FOT)
and another model M, = (S, A, r,d,,S0) representing the interaction between the same CPS and its
virtual environment (in simulations). Notice that we have the same S, A, 7, and s, for both M, and
M, since they are about the same CPS?, whereas 6, and 6, are different since they represent how the
corresponding environments react to the actions performed by the CPS. For a requirement ¢, we aim to
have ¢, that minimizes the difference between 1)(M,., ¢) and (M, ¢). Therefore, the problem of virtual
environment model generation for CPS goal verification is to find d, such that [¢(M,, ¢) — (M, ¢)| is
the minimum.

The virtual environment model generation problem has three major challenges. First, the number of
possible states and actions is often very large, making it infeasible to build a virtual environment model
(i.e., represented by a transition function ¢, : S x A — S) by exhaustively analyzing individual states and
actions. Based on the definition of § : S x A — S, denoting n(S) and n(A) as the number of elements in S
and A respectively, n(S) x n(A) transitions must be defined to have a complete transition function. The
more possible environmental states and CPS actions, the more difficult defining all transitions completely.
In addition, ¢, should be close to §,., which is unknown to engineers.

Second, since the virtual environment model continuously interacts with the CPS under analysis in
a closed-loop, even a small difference between the virtual and real environments can significantly differ
in verification results as it accumulates over time, the so-called compounding error problem introduced
in the introduction chapter of this dissertation. This means that simply having a transition function 4,
that mimics the behavior of §, in terms of individual input and output pairs, without considering the
accumulation of errors for sequential inputs, is not enough.

Third, generating J, should not be as expensive as using many FOTs; otherwise, there is no point in
using simulation-based CPS goal verification. Recall that manually crafting virtual environment models
in a high-fidelity simulator requires a lot of expertise, which takes longer than doing FOTs many times
for having statistically significant verification results. Therefore, a practical approach should generate
an accurate virtual environment model efficiently and automatically.

To address the challenges mentioned above, we suggest leveraging IL to automatically generate
virtual environment models from only a small amount of data. The data is the partial trajectory of M.,
which can be collected from a few FOT's for the CPS under test in its real application environment. Since
IL can efficiently extract how experts make sequential actions for given states from a limited amount of
demonstrations while minimizing the compounding errors, it is expected to be an excellent match to our
problem. Therefore for our problem, IL will extract ¢,, instead of 7 (which is the original goal of IL),
that can best reproduce given trajectories of M, (i.e., FOT logs). Generated ¢, may differ depending on
the amount of the trajectory, so we analyze it in the experiment.

The proposed data-driven environment model generation using IL will be introduced in the following

chapter.

3.4.2 Extended Definition

The problem definition introduced above formally specifies the goal verification process of a CPS

controller 7 and the role of a virtual environment model §,. In this section, we extend the original

2Note that S can be the same for M, and M, because it is a set of observable states from the perspective of the CPS

under analysis.
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problem definition based on an assumption that the controller 7 is a configurable software embracing some
configurable variables influencing the controller behavior. The original problem definition is subsumed
in the extended problem definition.

The controller 7 is a software module that controls the CPS action according to the observed
environment. Software engineers can develop the software controller with various control mechanisms
like rule-based approach, PID controller-based approach, or machine learning-based control. In many
cases, the engineers implement the control software with some configurable parameters that change the
behavior of the controller. The engineers then optimize the configurable parameters (i.e., configuration)
to better achieve the CPS goals. In other words, the engineers analyze and verify many CPS controller
variations discriminated by the configuration setting then search the best setting to develop an optimized
CPS controller.

Adaptive cruise control system Variability model
def accs_pid_control(front_distance): ACCS

const 7o Be [_Accs ]

const_i = 0 A configuration 0 model PID controllor

const_d = 0.3 configs.

driving speed = PID(const_p, const_i, <quantitative var> || < quantitative var> || <quantitative var>
const d - ) const_p const_i const_d

return driving_speed 106, . 1.8] [0, .2l 10, 251

A formal definition of a controllervmm 7.[9 | 9 = @ met of all possible configs. ©

Figure 3.6: An example of configurable CPS controller

Figure 3.6 shows an example of a configurable adaptive cruise control system controller. The con-
troller can be developed based on a PID controller which is one of the most widely used control strategy.
The controller observes distance to the front vehicle and calculates driving speed to manipulate a vehicle.
To calculate the driving speed, PID controller requires three constants that tune propositional, integral,
and derivative controllers respectively. In this case, the sequence of three constants is a configuration,
denoted by 0. All possible configurations of engineers interest can be described in a variability model
shown in the right side of the Figure. Based on the model, a set of all possible configurations © is de-
fined, and the controller configured by 6, an element of © is a specific controller variation, denoted by my.
Suppose the engineers verify all CPS controller variations of interest with the environment model-based
simulation described in the original problem definition. For this purpose, the original problem definition
is extended.

Specifically, mg : S — A is a CPS software controller configured by a configuration 6 that denotes
the controller’s variability point [44], where S is a set of environment states and A is a set of controller
actions. is a sequence of quantitative, user-configurable variables [44] of the CPS software controller.
(Note that the qualitative variables of 6 are currently outside of our scope.) A quantitative variable
can be either discrete or continuous [44], and the continuous variable can also be discretized by an unit
interval. 6 concisely specifies a certain version of n’s decision-making logic, with the fixed possible input
set S and output set A of w. Specifically, given two different #; and 6s, both g, : S — Aand 7y, : S — A,
but the decided CPS actions a; < mp, (s) and a2 < 7y, (s) may be different for the same input s € S.

We call controllers with different configurations (e.g., mg,,mg,,...) as variations of 7. Engineers
can change 6 to make another variation my under verification for specific engineering purposes, such as

adaptation, optimization, repair, or evolution of . We define a set of all possible s © (i.e., § € O).
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In many cases, © of a CPS controller is an infinite set because of the unlimited range or the continuity
of a user-configurable variable. However, in practice, © under consideration is defined as a finite set by
domain knowledge or constraints, so we will assume © is defined finitely in this study. Therefore, the
engineer’s goal is to verify all variations of 7 configured by 6 € © as efliciently as possible.

Here, we investigate whether an environment model 4, can be used to verify 7’s variations (i.e.,
{mg|0 € O©}) that had not been used for the seed log collection of §, so that the engineers can *efficiently*
verify all variations by collecting as small seed logs as possible by FOTs. To formally define the problem,
we first extend the notations of our CPS-ENV interaction model M.

o M, = (S,A,mg,0,,00) denotes CPS-ENV interaction between the real environment ¢, and the
CPS controller 7 configured by 6.

e Let O be the set of 7’s configurations used for generating a set of seed logs (training data) tr

(i.e., tr is generated by monitoring 7y for 6 € ©y,.).

® Mo = (S, A, g, 0tr,00) denotes CPS-ENV interaction between the virtual environment ;. gen-

erated using tr.

Using the extended notations, we define a problem of the virtual environment model generation for

verification of CPS controller variations below.
e Suppose the finite set of CPS controller configurations under analysis © is given.
e A subset O C © indicates CPS controllers {my|0 € O} used for seed log collection by FOTs.
e A method models or generates a virtual environment model d;, using the seed logs of {my|0 € ©y,.}.

e Given CPS goal under verification ¢, we aims to minimize both (a) > ycq |¥(| Mg, ) =0 (| Mo, ¢)|
and (b) |O¢|.

Note that a controller variation my whose 6 ¢ Oy, is a controller whose behavior is never seen to dy,
so we call my|0 ¢ Oy unseen CPS controller variation. (a) The point is to make the simulation-based
CPS goal verification result as similar as possible to the FOT-based verification result for all (i.e., both
seen and unseen) controller variations. (b) At the same time, the smaller number of the CPS controller
variations under FOT for seed log collection |©y,|, the less laborious cost of CPS goal verification.

The extended problem definition subsumes the original problem definition. Specifically, if there is
only one configuration under analysis or a controller is not a configurable controller so an engineer has
only one unique controller under analysis, we can say © = {#;} and |©| = 1. In this case which there
is only one ¢ under analysis, ;¢ of extended problem definition is always same with §, of the original
problem definition. In summary, the original problem definition is extended for cases when there are
more than two controllers (i.e., controller variations) under verification, so the original and extended

problem definitions are the same when there is only one controller variation under verification.

3.5 Summary

In this chapter, we proposed CPS-ENYV interaction model that formally abstracts the continuous
interaction between a CPS controller and its environment. Using the model, we also proposed a formal
framework of the CPS goal verification process. Based on the formal framework, we formally defined the

problem of the environment model generation for CPS goal verification.
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Chapter 4. Data-Driven Environment Model Generation

4.1 Introduction

To solve the difficulty of manually generating virtual environment models, we propose an automated
data-driven environment model generation approach for CPS goal verification by recasting the problem
of environment model generation as the problem of imitation learning. We call this novel approach
ENVironment Imitation (ENVI). In machine learning, Imitation Learning (IL) has been widely studied
to mimic complex human behaviors in a given task only from a limited amount of demonstrations [45].
Our approach leverages IL to mimic how the real environment interacts with the CPS under analysis
from a small set of log data collected from FOTs. Since the log data records how the CPS and the real
environment interacted, our approach can generate an environment model that mimics a state transition
mechanism of the real environment according to the CPS action as closely as possible to that recorded
in the log data. The generated environment model is then used to simulate the CPS software controller
as many times as needed to statistically analyze the CPS goal achievement. Specifically, this chapter
provides a systematic process and user-configurable parameters of ENVI.

In summary, this chapter introduces:
1) the detailed explanation of the process of our approach ENVI,
2) two environment model structures of ENVI,

3) three ENVI environment model generation algorithms extending three representative IL algorithms
(BC, GAIL, and BCxGAIL),

4) and three quantitative best model selection criteria for validating the environment model made by
ENVI

The remainder of this chapter is organized as follows. Section 4.2 illustrates a motivating example.
Section 4.3 provides background on IL. Section 4.4 shows the overview of ENVI. Section 4.5 proposes
ENVI process in detail.

4.2 Motivating Example

In this section, we present a simple example of CPS goal verification to demonstrate a use case of
our approach.

Consider a software engineer developing a lane-keeping system of an autonomous vehicle. The engi-
neer aims to develop and test the vehicle’s software controller (i.e., lane-keeping system) that continuously
monitors the distance from the center of the lane and computes the steering angle that determines how
much to turn to keep the distance as small as possible.

Once the software controller is developed, the engineer must ensure that the vehicle equipped with
the controller continues to follow the center of the lane while driving. To do this, the engineer deploys
the vehicle on a safe road and collect an FOT log, including the distance d; and the steering angle a; at

time ¢t = 1,...,T where T is a pre-defined FOT duration. Based on the collected data, the engineer can
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quantitatively assess the quality of the lane-keeping system by calculating the sum of the distances the
vehicle deviated from the center of the lane, i.e., ¥1_,|d;|. The quantitative assessment is used to verify
precisely a goal of the system, i.e., whether X7 ;|d;| < € holds or not for a small threshold e. Notice
that, due to the uncertainties in FOT, such as non-uniform friction between the tires and the ground,
the same FOT must be repeated multiple times, and statistical analysis should be applied to the results.

It takes a lot of time and resources to repeat the FOTs enough to obtain statistically significant
results. To address this issue, the engineer may decide to rely on simulations. However, using high-
fidelity and physics-based simulators, such as Webots [46] or Gazebo [47], is very challenging, especially
for software engineers who do not have enough expertise in physics. It is not easy to accurately design
the physical components of the system (e.g., the size of wheels and the wheelbase) and the road in the
simulator so that the simulation results are almost identical to the FOT results.

Our approach, ENVI, enables the CPS goal verification without using such a high-fidelity simulator.
The engineer can simply provide ENVI with the software controller (i.e., the lane-keeping system under
analysis) and a small amount of FOT logs collected from the beginning, which is far less than the
data required for statistically significant results using FOTs. Then ENVI automatically generates a
virtual environment model that imitates the behavior of the real environment of the lane-keeping system;
specifically, the virtual environment model can simulate dy41 for given d; and a; for t = 2,...,T such
that X7_,|d;| calculated based on the virtual model is almost the same as the value calculated based
on the FOTs. Therefore, by quickly re-running the simulation multiple times, the engineer can have
statistically significant results about the quality of the software controller at little cost. Furthermore,
if multiple software controller versions make different CPS behaviors, the virtual environment model
generated by ENVI can be reused to verify the CPS goal achievements of new controller versions that
have never been tested in the real environment.

The challenge for ENVI is automatically generating a virtual environment model that behaves as
similar as possible to the real environment using a limited amount of data. To address this, we leverage

imitation learning detailed in the following section.

4.3 Background: Imitation Learning

This section provides background knowledge of imitation learning that is required to understand
the following sections.

Imitation Learning (IL) is a learning method that allows an agent to mimic expert behaviors for a
specific task by observing demonstrations of the expert [45]. For example, an autonomous vehicle can
learn to drive by observing how a human driver controls a vehicle. IL assumes that an expert decides
an action depending on only the state that the expert encounters. Based on this assumption, an expert
demonstration is a series of pairs of states and actions, and IL aims to extract the expert’s internal
decision-making function (i.e., a policy function that maps states into actions) from the demonstra-
tion [45]. We introduce two representative IL algorithms in the following subsections: Behavior Cloning
(BC) and Generative Adversarial Imitation Learning (GAIL).

4.3.1 Behavior Cloning

Behavior Cloning (BC) infers the policy function of the expert using supervised learning [48, 49].

Training data can be organized by pairing states and corresponding actions in the expert’s demonstration.
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Then existing supervised learning algorithms can train the policy function that returns expert-like actions
for given states. Due to the simplicity of the BC algorithm, BC can create a good policy function that
mimics the expert quickly if there are sufficiently much demonstration data. However, if the training data
(i.e., expert demonstration) does not fully cover the input state space or is biased, the policy function

may not mimic the expert behavior correctly [49].

4.3.2 Generative Adversarial Imitation Learning

Generative Adversarial Imitation Learning (GAIL) [50] utilizes the idea of Generative Adversar-
ial Networks [51] to evolve the policy function using iterative competitions with a discriminator that
evaluates the policy function. Therefore, both the policy function and the discriminator are trained in
parallel.

The policy function gets states in the expert demonstration and produces simulated actions. The
discriminator then gets the policy function’s input (i.e., states) and output (i.e., simulated actions) and
evaluates how the policy function behaves like the real expert, as shown in the demonstration. The more
similar the simulation is to the expert demonstration, the more rewarded the policy function is by the
discriminator. The policy function is trained to maximize the reward from the discriminator.

On the other hand, the discriminator is trained using both the demonstration data and the simulation
trace of the policy function. The state and action pairs, which is the input and output of the policy
function, in the demonstration data are labeled as real, but the pairs in the simulation trace are labeled
as fake. A supervised learning algorithm trains the discriminator to quantitatively evaluate whether a
state and action pair is real (returning a high reward) or fake (returning a low reward).

After numerous learning iterations of the policy function and the discriminator, the policy func-
tion finally mimics the expert well to deceive the advanced discriminator. GAIL uses both the expert
demonstration data and the simulation trace data of the policy function generated internally, so it works
well even with small demonstration data [50]. However, because of the internal simulation of the policy

function, its learning speed is relatively slow [52].

4.4 Environment Imitation Overview

This section provides ENVI, a novel approach to the problem of environment model generation for
CPS goal verification, defined in Chapter 3. We solve the problem by using IL to automatically infer a
virtual environment state transition function from the log recorded during the interaction between the
CPS under test and its application environment. The original IL aims to generate (train) the system’s
policy function 7 in a given environment, but we leverage IL for ENVI with the aim of generating
the environment 4, of the CPS software controller under analysis. In this context, the real application
environment is considered an “expert,” and the FOT log demonstrates the expert.

Figure 4.1 shows the overview of the environment model generation and simulation-based CPS goal
verification process using our approach. It is composed of five main stages: (1) collecting seed logs from
FOTs, (2) defining an environment model structure based on environment characteristics, (3) training
environment models from the seed logs using an IL algorithm, (4) selecting the best environment model,
and (5) verifying the given CPS goals using the best environment model. Each of the stages is detailed

in the following sections.
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Figure 4.1: ENVI: Overall process and parameters

4.5 Environment Imitation Process

4.5.1 Stage 1: Collecting Seed FOT Logs
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Figure 4.2: CPS FOT log example

The first stage of ENVI is to collect the interaction data between the CPS controller and its real
environment, which will be used as the “demonstrations” of imitation learning to generate the virtual
environment later. For a CPS-ENV interaction model M, = (S, A, ,J,,so) defined in Chapter 3, the
interaction data collected over time T can be represented as the trajectory of M, over T steps, i.e.,
((s0,a0),(81,01),-..,(s7,ar)) where s;y11 = 6,(st,a¢) and a; = w(sy) for t € {0,1,...,T — 1}. The
trajectory can be easily collected from an FOT, since it is common to record the interaction between
the CPS controller and its real environment as an FOT log [53]. For example, the lane-keeping system
records time-series data of the distances the vehicle deviated from the center of the lane d; and the
steering angles a; over t = 0,1,...,T during an FOT. The example of CPS FOT log is visualized in
Figure 4.2.

In practice, the trajectory of the same M, is not necessarily the same due to the uncertainty of the
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real environment, such as the non-uniform surface friction. Therefore, it is recommended to collect a few
FOT logs for the same M,.. Since the virtual environment model generated by imitation learning will
mimic the given trajectories as much as possible, the uncertainty of the real environment recorded in the
trajectories will also be imitated. Chapter 5 will investigate to what extent virtual environment models
generated by ENVI can accurately mimic the real environment in terms of CPS goal verification when

the size of the given FOT logs varies.

4.5.2 Stage 2: Defining Environment Model Structures

The second stage of ENVI is to generate a virtual environment model from the collected seed
logs using an IL algorithm. To generate the environment model, the engineer should first define the
environment model structure.

We implement an environment model as a neural network to leverage imitation learning. Before

training the environment model, users define the neural network structure.
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Figure 4.3: Deterministic environment model structure

The virtual environment model structure is based on the environmental state transition function
§: S xA— S defined in Chapter 3. It assumes that the ideal (real) environment generates the next
state s;y1 € S by taking the current environment state s; € S and the current CPS action a; € A only,
meaning that (s;,a¢) is sufficient to determine s;y; in the ideal environment at time ¢. However, in
practice, s may not include sufficient information since it is observed by the sensors of the CPS under
verification and the sensors have limited sensing capabilities. To solve this issue, we extend ¢ for virtual
environment models as 6, : (S x A)! — S where [ is the length of the state-action pairs required to predict
the next state. This means that d, uses ((St—i+1,@t—i41);-- -, (St,a¢)) to predict s;11. Notice that 4, is
equal to 6 when [ = 1. To account for the extension of §, we also extend the CPS-ENV interaction model

M = (S,A,m,0,s0) to M, = (S, A,7,dy,00) where g = {(s0,a0),-..,(Si-1,a;—1)) is a partial trajectory
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Figure 4.4: Nondeterministic environment model structure

of M, over [ steps starting from sg. Intuitively speaking, o¢ is the initial input for ¢, similar to so (and
ap = m(sp)) for 4.

The history length [ affects the information captured in environmental states; the larger [, the more
information. However, having more information decreases the training and execution time of §,. To
better balance between the amount of information and the computation cost, one can investigate the
seed logs to obtain environment characteristics; for example, if there is a cyclic pattern in the seed logs,
[ can be the length of the cycle.

The design of hidden layers in §,, specifies how the output variables of §, are calculated from the
input variables of §,.. It is specific to a domain, but general guidelines of the neural network design exist
for practitioners [54, 55].

After the [ and hidden layers are defined, the determinism of §, should be decided by users. The
determinism is about the choice between simplicity and realism; a deterministic model, which returns
the same output for a given input deterministically, is simpler than a nondeterministic model, which
may return different outputs for the same input, whereas the latter is more realistic than the former
considering the uncertainty of real environments. Specifically, Figure 4.3 and 4.4 show the structures of
deterministic and nondeterministic models, respectively. As defined in Chapter 3, d, : S* x A — S takes
as input ((S¢—j41,01—141),-- -, (8¢, a¢)) and returns §;11 in both structures. However, the neural network
in the deterministic model shown in Figure 4.3 is trained to predict $;11, whereas the neural network
in the nondeterministic model shown in Figure 4.4 is trained to predict a probability distribution
(i.e., a mean p and a standard deviation o) of §;y; assuming that the randomness follows the normal
distribution. The output §;41 of the nondeterministic model is then calculated by sampling from the
distribution using 1 and o. Since most of the uncertainties appearing in CPS log data follow the normal
distribution, the experiments in this paper use the normal distribution sampler. However, an engineer
can use other random distributions if needed for a specific domain.

Either deterministic and nondeterministic environment model structures are mapped with the col-

lected FOT log data as Figure 4.5. The input neurons are mapped with the history data of the CPS
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actions and environment states, and the final output neurons are mapped with the next environment
state. The environment model defined here is trained using the seed logs collected in the previous stage.

The training process is introduced in the next section.
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Figure 4.5: Mapping of the FOT log data and the environment model structure

4.5.3 Stage 3: Training Environment Models Using Imitation Learning

Once the structure of §, is determined, we can train §, using an IL algorithm with the training
part of seed logs. The seed logs are used as a proper set of training data D = {(X1,Y7),...,(Xn,Yn)},
where n is the number of FOT logs for training, X; is the sequence of §,’s inputs collected from i-th
FOT log and Y; is the corresponding sequence of outputs (i.e., the expected value of 6,(x;) is y; for all
je{l,...,|X;|} and |X;| = |Y;| for i € {1,...,n}). Since x € X is an l-length sequence of state-action
pairs, we can generate D from an FOT log using a sliding window of length [. Specifically, for an FOT
log ((s0,a0), ..., (st ar)), j = ((sj,a;5),..., (s1—j41,a1—;41)) for 5 € {0,..., T — 1+ 1}.

We leverage specific IL algorithms for the environment model generation problem and run the
algorithm to train J, using D. In the following subsections, we explain how each of the representative IL
algorithms, i.e., BC, GAIL, and the combination of BC and GAIL (BCGAIL), can be used for training
Oy -

Note that we only present how BC, GAIL, and BCGAIL can be extended for ENVTI as representative
examples since they are the most widely used IL algorithms. Nevertheless, all 1L algorithms can be
extended for ENVI in general, as long as an IL algorithm is modified for training the environmental state

transition function § : S x A — S from training policy function 7 : § — A, as described in the following.

ENVI BC algorithm

As described in Section 4.3.1, BC trains an environment model §, using supervised learning. Pairs
of the input and output of the real environment recorded in FOT logs are given to 4, as training data,
and ¢, is trained to learn the real environment state transition shown in the training data.

Specifically, the BC algorithm (whose pseudocode is shown in Algorithm 1) takes as input a randomly
initialized environment model §,, and a training dataset D; it returns a set of trained environment models
M.

The algorithm initializes a set of trained environment models M (line 1). The algorithm then
iteratively trains d, using D until a stopping condition (e.g., a fixed number of iterations) is met (lines 2—
9). For each (X,Y) € D, the algorithm repeats the following (lines 3-7): (1) executing d,, on X to predict
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Algorithm 1: ENVI BC algorithm
Input : ENV model (randomly initialized) d,,
Training data D = {(X1,Y1),...,(Xn, Ya)}
Output: Set of trained ENV models M
1 Set of trained ENV models M < ()

2 while not(stoping_condition) do

3 foreach (X,Y) € D do

4 Sequence of model outputs Y’ + §,(X)
5 Float losspc + getLoss(Y,Y”)

6 dy <+ update(d,, losspc)

7 end

8 M <+ append (M, d,)

9 end

10 return M

a sequence of outputs Y’ (line 4), (2) calculating the training loss losspc based on the difference between
Y" and Y (line 5), and (3) updating §, to minimize losspc using optimization algorithms such as well-
known Adam [56] (line 6). For every iteration of the training the copy of current 4, is saved in M (line 8).
The algorithm ends by returning the trained d,s collected in M (line 10).

Algorithm 1 is intuitive and easy to implement. In addition, the model’s loss converges fast because
it is a supervised learning approach. However, if the training data does not fully cover the input space

or is biased, the model may not accurately imitate the real environment.
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Figure 4.6: ENVI BC algorithm summary

In summary, the ENVI BC algorithm trains the environment model §, as shown in Figure 4.6

ENVI GAIL algorithm

As described in Section 4.3.2, GAIL iteratively trains not only §, but also the discriminator ¢ that
evaluates d, in terms of the CPS controller 7. Specifically, for a state s, ( evaluates ¢, with respect to 4,
(captured by D) by comparing 0, (s, 7(s)) and d,(s,7(s)). To do this, ¢ is trained using D by supervised

learning!, and §, is trained using the evaluation results of C.

1The structure of ¢ is similar to &,, but the input of ¢ is (s, 8y (s, 7(s)) and the output of ¢ is a reward value .
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Recall that ¢ is another neural network shown in Figure 4.7, whose input is a pair of environment
model input and output data, and output is a reward to the environment model. ( quantitatively
evaluates how similar the simulated environmental state transition, expressed in the pair of model input
and output, is to the real environment state transition. It returns the evaluation result as a reward
(e.g., a high reward for the real environment state transition, but a low reward for the simulated or
fake environment state transition). Therefore, the number of the input neurons of the discriminator is
(I x (|s| + |a])) + |a|, and the number of the output neurons is 1. The hidden layers of the discriminator

also should be defined by users like the environment model.
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Figure 4.7: The discriminator structure for GAIL

Algorithm 2 shows the pseudocode of GAIL. Similar to Algorithm 1, it takes as input a randomly
initialized environment model ¢, and a training dataset D = (X,Y’); however, it additionally takes as
input a randomly initialized discriminator ¢ and the CPS controller under analysis . It returns a set of
trained virtual environment models M.

A set of trained environment models M is first initialized (line 1). The algorithm then iteratively
trains both §, and ¢ using D and 7 until a stopping condition is met (lines 2-20). To train ¢, for
each (X,Y) € D (lines 3-18), the algorithm executes d, on X to predict a sequence of outputs Y’
(line 4), calculates the discriminator loss lossy indicating how well ¢ can distinguish Y and Y’ for X
(line 5), and updates ¢ using lossq (line 6). Once ¢ is updated, the algorithm trains §, using ¢ and 7
(lines 7-17). Specifically, the algorithm initializes a sequence of rewards R (line 7) and a model input
2’ (line 8), collects r € R for each z’ using 4, 7, and ¢ (lines 9-15), calculates the environment model
loss lossgarr, by aggregating R (line 16), and updates J,, using lossgarr using optimization algorithms
in reinforcement learning [57, 58] (line 17). To collect 7 € R for each z’ (lines 9-15), the algorithm

executes d,, on z’ to predict an output 3’ (line 10), executes ¢ on 2’ and 3’ to get a reward r (line 11),
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Algorithm 2: ENVI GAIL algorithm

Input : ENV model (randomly initialized) 4.,
Discriminator (randomly initialized) ¢,
Function of CPS decision-making logic ,
Training data D = {(X1,Y1),...,(Xn, Ya)}
Output: Set of trained ENV models M
1 Set of trained ENV models M <

2 while not(stoping_condition) do

3 foreach (X,Y) € D do
// Discriminator training
4 Sequence of model outputs Y’ < §,(X)
5 Float lossg < getDisLoss(¢, X,Y,Y")
6 ¢ + update(C, lossq)
// Environment model training
7 Sequence of model rewards R < ()
8 Model input 2’ + X[0]
9 for | X|—1do
10 Model output 3" + d,(x")
11 Reward r « ((2/,y')
12 R <+ append(R,r)
13 CPS action a + 7(y')
14 a2’ + updateInput(z’,y’, a)
15 end
16 Float lossgair < aggregate(R)
17 8y < update(d,, losscarr)
18 end
19 M «+ append (M, d,)
20 end

21 return M
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appends r at the end of R (line 12), executes 7 on y’ to decide a CPS action a (line 13), and updates
' ={(s1,a1),(s2,a2)...,(s1,a;)) as &’ = {(s2,a2) ..., (s1,a1), (¥, a)) by removing (s, a1) and appending
(y',a) (line 14). A copy of 4, is temporarily saved in M for each iteration (line 19) and the algorithm
ends by returning M, the set of trained d,s (line 21).

Notice that, to train d,, GAIL uses the input-output pair (z’,y’) simulated by 7 and ¢, in addition
to the real input-output pair (z,y) in D. This is why it is known to work well even with a small
amount of training data [50, 52]. However, the algorithm is more complex to implement than BC, and
the environment model converges slowly or sometimes fails to converge depending on hyperparameter

values.

Discriminator {

X; Y oo

/O

0 FOT data oyo y ox@ > Treal

£; ——f : | ¢y ] |
! Xi Vi L
3e/\S | simtation J[07 (O] > Tmodet |
o/ \o o/ \o T
data N~/ N i
2N v
Maximize &, reward = T, 401 Minimize { Loss = [Fpeal — 1] + [Tnodet — 0] |

Figure 4.8: ENVI GAIL algorithm summary

In summary, the ENVI GAIL algorithm trains the environment model ¢, as shown in Figure 4.8

ENVI BCGAIL algorithm

Notice that BC trains §, using the training data only, but GAIL trains J, using the simulated data
as well; BC and GAIL can be combined to use both training and simulated data without algorithmic
conflict. This idea is suggested by [50] to improve learning performance, and [52] later implemented the
idea as an algorithm BCGAIL.

The BCGAIL algorithm is the same as GAIL in terms of its input and output, and it also trains
both §, and ¢ similar to GAIL. In particular, ¢ is updated as the same as in GAIL. However, 4§, is
updated using both losspe (line 4 in Algorithm 1) and lossgasz (line 15 in Algorithm 2). By doing so,
BCGAIL can converge fast (similar to BC) with a small amount of training data (similar to GAIL).

Specifically, we can implement the BCGAIL algorithm for FNVI by mixing Algorithms 1 and 2.
The input of the BCGAIL algorithm is the same with Algorithm 2. The algorithm iteratively trains both
0, and ¢ until a stopping condition is met. For each training data, the algorithm repeats the following:
(1) training ¢ by Algorithm 2, (2) calculating the BC’s environment model loss by Algorithm 1, (3)
calculating the GAIL’s environment model loss by Algorithm 2, and (4) updating ¢, using the sum of
the losses calculated in the step (2) and (3) to minimize both. The algorithm ends by returning d,.

In summary, the ENVI BCGAIL algorithm trains the environment model §, as shown in Figure
4.9
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Figure 4.9: ENVI BCGAIL algorithm summary

4.5.4 Stage 4: Selecting the Best Environment Model

The IL algorithms return a set of trained environment models, and the best environment model that
mimics the actual environmental state transition well is selected in this stage. This is because many IL
algorithms, especially that based on GAIL, suffer from the convergence difficulty problem; the model’s
loss slowly converges or fails to converge [59]. Thus, we cannot guarantee the latest model to be the
best model, and a walidation process is required to select the best model from candidate models stored
during the training procedure. In original IL, human experts usually observe the simulation traces of
the trained model to evaluate whether the model behaves like themselves [60]. However, the physical
environment is the target of imitation of ENVI, so it is challenging to validate environment models
manually. To address this and automatically evaluate trained models, we suggest using three metrics:
(1) 1-tick loss, (2) Euclidean distance, and (3) Dynamic Time Warping (DTW). The idea behind the
metrics is to assess the similarity between the virtual and real environments using the validation part
(i.e., not used for training) of the seed logs. Using the metrics, the best model can be automatically
selected from the candidate models generated by the IL algorithm from the previous stage. The following

paragraphs detail the three metrics.

1-tick loss (exact matching of the 1-step execution) The first metric evaluates the 1-step exe-
cution of d,. This expects that if a single environmental state transition mimics the real environment
well, the simulation result, which is the sum of accumulated state transitions, will also be realistic [48].
This rationale is the same as that of the BC algorithm. Therefore, the same loss function is also used
here. Specifically, all possible model inputs collected from the validation FOT logs are given to d,, and
d,’s outputs are compared to the expected outputs collected from the validation dataset to calculate the

environment model’s validation loss.

Euclidean Distance (exact matching of the T-step executions) The second metric verifies that
the model’s T-step simulation results exactly match the FOT logs. It expects that given the same starting
point, FOT and simulation will proceed the same. Specifically, the model is simulated from the initial
states extracted from validation FOT logs, as described in the GAIL algorithm. The simulation logs are

compared to the validation FOT logs by the Euclidean distance. Euclidean distance compares ith point
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of simulation log to the ith point of FOT log (so-called lock-step alignment) [61], so it captures whether

the §,’s simulations are precisely the same with FOTs well.

Dynamic Time Warping (pattern matching of the T-step executions) The third metric quan-
tifies the similarity of the patterns of T-step simulations and FOTs. This assumes that it is almost
impossible for the simulation to be exactly the same as the FOT in the multi-step simulation, so it at
least seeks to find an environmental model whose simulation pattern is similar to the FOT. Specifically,
it compares the simulation logs and FOT logs by Dynamic Time Warping (DTW). DTW is a time-series
distance metric that compares a point in a source series to many points in a target series (so-called
elastic alignment) and finally quantifies the similarity of the patterns of two time-series [61]. Therefore,

it measures how similar the behavior pattern of the virtual environment is to the real environment.

4.5.5 Stage 5: Verifying CPS Goals

The last stage of ENVI is to verify the CPS controller under analysis using the simulation with the
virtual environment model J, generated from the previous stages. This is decoupled from the previous
stages that leverage IL, so engineers can use any simulation-based methods with §, to get the CPS goal
verification result ¢(M,, ¢) for a given goal ¢. Specifically, an engineer can test the controller 7 based
on ¢, that provides realistic inputs (i.e., observable states) to m by simulating the virtual CPS-ENV

interaction model M, = (S, A, 7, d,,00) to collect many execution trajectories instead of FOTs.

Algorithm 3: ENVI CPS controller simulation
Input : ENV model (trained) d,,

CPS controller T,

Simulation duration T,

init model input history o

Output: Simulation trajectory 7

=

Sequence of state and action 7 < ()

N

History o « g

3 for T do

4 state s < d,(0)

5 action a < 7(s)

6 T < append(T, (s,a))
7 o + update(o, (s,a))
8 end

9 return 7

Specifically, CPS simulation using the generated environment model §, can be executed following
the Algorithm 3. To simulate M, the initialization data oy should be given. Since o is the partial
trajectory of M, over [ steps, the engineer should conduct partial FOTs over [ steps to get og. Notice
that acquiring o¢ is much cheaper than having full FOTs for FOT-based CPS goal verification since [ is
much shorter than T (i.e., the full FOT duration).

From the given initial input ¢, the CPS controller 7 and the environment model §, are sequentially
executed for simulation duration 7" steps. First, §, produces an environmental state. 7 observes the

environmental state and decides an action. The new state and action is recorded. Based on the new
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state and action, the environment model input ¢ is updated by moving the history window one step
forward. After T-steps iteration, the collected simulation log 7 is returned.

This simulation can be repeated to accumulate as many assessments of ¢ as needed by statistical
verification methods such as statistical model checking (SMC) [62]. Indeed, an SMC algorithm (e.g.,
Sequential Probability Ratio Test [62]) may require thousands of trajectories to verify the CPS goal
depending on the given confidence interval. Therefore, the simulation using generated ¢, allows engineers
to perform the CPS goal verification with little cost in such cases. Although the initial input oy is
required for simulating M,,, having o¢ is much cheaper than having full FOT logs for FOT-based CPS
goal verification since ! (i.e., the length of og) is much shorter than T' (i.e., the entire FOT duration).
Furthermore, only one g would be enough for a nondeterministic §,, since it returns different simulation

results for the same oyg.

4.6 Summary

In this chapter, we introduced our novel data-driven environment model generation approach using
imitation learning, ENVironment Imitation (ENVI). Specifically, we introduced the process of ENVI and

user-configurable parameters (e.g., model structures, IL algorithms, and model selection criteria).
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Chapter 5. Empirical Evaluation

5.1 Introduction

This chapter empirically evaluates our novel approach ENVI based on case studies of autonomous
driving systems and their goal verification. Specifically, it evaluates the accuracy and efficiency of ENVI-
based verification applied to the real CPS software controllers. We will call the simulation-based CPS
goal verification using ENVI-generated models FNVI-based verification in this chapter.

This chapter is organized as follows: Chapter 5.2 presents the research questions of the empirical
evaluation. Chapter 5.3 shows the CPS experimental environment and its implementation manuals.
Chapter 5.4 shows the experimental data collection process of this evaluation. Chapter 5.5 describes
detailed experimental setup for environment model generation. Chapter 5.6 provides the evaluation
results for each research question. Chapter 5.7 reveals the threats of the evaluation. Chapter 5.8

summarizes this chapter.

5.2 Research Questions

This section defines research questions of our empirical evaluation. We first investigate the impact
of using different ENVI parameters (i.e., model determinism, IL algorithms, and model selection criteria)
on CPS goal verification and obtain a guide for setting optimal ENVI. We then analyze how similar the
environment models generated by the optimized ENVI are to the real environment and how accurate
the goal verification results of the seen controllers (i.e., controllers used for seed log collection) are. We
then analyze ENVI’s environment model generation efficiency for efficient CPS goal verification in terms
of the cost of collecting FOT logs for the model generation. In addition, we analyze the goal verification
accuracy of the unseen controllers. We finally empirically search seed log collection strategies to make
ENVT effective for unseen controller variation verification. To summarize, we answer the following five

research questions:

RQ1: What is the impact of ENVI parameters on the simulation-based CPS goal verification accuracy?
RQ2: How accurate is the simulation-based goal verification of seen controller using ENVI?

RQ3: Can ENVI efficiently generate environment models with a small amount of FOTs?

RQ4: How accurate is the simulation-based goal verification of unseen controller using ENVI?

RQ5: What are the effective seed log collection strategies for accurate unseen controller verification
using ENVI?
5.3 Experiment Environment: Platooning LEGOs

In software engineering, it is challenging to validate an approach in the real CPS because development
of a CPS experimental environment requires huge cost. Therefore, to conduct our case study on the real

CPS and also to provide a public CPS experimental environment, we designed and developed an open

50



physical CPS experimental environment named Platooning LEGQOs. This experimental environment is
public experimental environment, so anyone can implement this cheaply and easily and utilize it for their

research. In this section, we first introduce our experimental environment in detail.

5.3.1 Introduction to Open CPS Experiment Environment

Cyber-physical systems (CPS), such as autonomous vehicles, play an increasingly important role
in modern society, attracting considerable interest in CPS engineering [63]. Because not only virtual
information but also physical conditions or people must be considered, it is difficult to fully anticipate
uncertainties in the environment of a CPS at the time of designing. Therefore, a CPS essentially requires
adaptation functionality that can consistently achieve system goals in uncertain environments.

Another characteristic of some modern systems is that they form systems-of-systems (SoS) in which
multiple independent systems cooperate to achieve higher-level goals that cannot be achieved by a single
system [16]. Examples of SoS are clusters of vehicles or drones, smart factories where many robotic
systems work together, and complex defense systems with multiple weapon systems. As the size and
influence of SoS increase, an important objective of SoS engineering is to ensure that SoS goals are
achieved stably regardless of uncertainty.

In this context, cyber-physical systems-of-systems (CPSoS) require engineering for collaborative
adaptations in the uncertain physical world [64]. To promote active research and share common adap-
tation problems, the Software Engineering for Adaptive and Self-Managing Systems (SEAMS) research
community has accumulated several exemplars® [65, 66, 67, 68, 69, 70, 71, 72, 73, 74]. However, there
are few exemplars for adaptation engineering of CPSoS. Moreover, while most exemplars have provided
simulators, studying CPS only in simulations without physical environments has limitations in reflecting
reality. Furthermore, building a physical experimental environment often requires specialized domain
knowledge and entails high costs.

To meet the need for a CPSoS exemplar to consider the physical environment realistically for adap-
tation engineering, we propose an open physical exemplar called Platooning LEGOs. As a representative
example of CPSoS, we selected a platooning technology for autonomous vehicles [75]. Platooning is an
industrial technology that is actively being developed by vehicle manufacturers. Vehicles with the same
destination form a platoon through communication, drive in a line to reduce air resistance, thus reduc-
ing fuel consumption, and adjust the distances between them to reduce road occupancy. Platooning
is self-adaptive to uncertain situations in a driving environment. Our exemplar implements platooning
using programmable LEGO robots. Unlike the cases where platooning robots have been implemented
and used in experiments privately [76, 77, 78], we propose Platooning LEGOs as a reproducible and ex-
pandable exemplar that allows anyone to build the same physical experimental environment for CPSoS

engineering. In summary, our Platooning LEGOs exemplar contributes to the field as:

e a CPSoS exemplar: an industrial adaptation model problem (platooning) representing both CPS
and SoS,

e a physical exemplar: a physical experimental environment producing real data from physical sensors

and actuators,

e an open exemplar: an exemplar that allows anyone to build the same physical experimental envi-

ronment with a limited budget using LEGOs and expand its physical and software elements.

1SEAMS exemplar repository:
https://www.hpi.uni-potsdam.de/giese/public/selfadapt/exemplars/
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5.3.2 Platooning LEGOs Overview
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Figure 5.1: Overview of Platooning LEGOs

Platooning is a technology currently being developed by real industries; therefore, levels and func-
tions vary according to the manufacturer. We refered to demonstrations of various platooning techniques
and simplified core features that can be implemented using LEGOs. Figure 5.1 shows an overview of our
Platooning LEGOs. Each platooning vehicle is a programmable LEGO robot. A vehicle can indepen-
dently drive in a lane, control its driving speed, change lanes, and detect obstacles ahead. Each vehicle
transmits a set of raw data that include its current driving speed, lane, and forward distance. The
platoon comprises three vehicles. The first vehicle is the leader, which knows the conditions ahead. The
second vehicle is a follower driving along the path of the leader and relaying the leader’s state to a third
vehicle, another follower, which follows the second vehicle and is outside the leader’s communication
range. As unknown objects or situations exist in a road environment, each autonomous vehicle makes
decisions on its speed and lane so that the platoon adaptively achieves its SoS-level goals in an uncertain
environment.

The SoS-level adaptation goals of the platoon are summarized in Table 5.1. There are two “hard”
goals (with clear satisfaction criteria) and two “soft” goals (without clear-cut criteria). If the two hard
goals are achieved, the platoon tries to achieve the soft goals. The first hard goal is to prevent a collision
with another vehicle or other object. The second hard goal is to drive in a row in the same lane to

minimize air resistance and thus fuel consumption. The first soft goal is to minimize road occupancy
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Table 5.1: Robot vehicle goals of the Platooning LEGOs

Evaluation met-

Goal Description .

ric
(Hard)  Collision | All vehicles of the platoon shall not collide with any (dy > 0) A (do > 0)
prevention vehicle or object. A (ds > 0)

3

(Hard) Driving in a | Except when changing lanes, all vehicles of the pla- Iy = 1) A (I = 13)
row toon must drive in a row on the same lane.

A(ls=1)

In order to reduce road occupancy, the distance be-

(Soft) Road occu- dy + ds+

. tween vehicles in the platoon should be minimized as
pancy minimization

much as possible. (3 x vehicleLength)

In order to shorten the travel time, the average driv-

Soft) Travel speed

( ) o P ing speed of the platooning vehicles should be max- s1ts2+ 53
maximization L L o 3
imized within road limits.

for smooth traffic flow. This is achieved by minimizing the distances between the platooning vehicles by
speed adjustments. The second soft goal is to maximize the platoon’s driving speed to minimize travel
time. The data-based logical or numeric evaluation metrics of the goals are displayed in Table 5.1. In
cases in which the experimental data cannot accurately show whether the goals are achieved in a physical
environment (e.g., a side collision of a vehicle), users can observe the experiment itself in addition to the

data to determine whether the goals are achieved.

Self-adaptive constituent vehicles

In this section, we describe the behavior of each constituent vehicle. Each vehicle is autonomous
and stand-alone. The vehicles’ activities are summarized in Table 5.2. The activities are organized as a
MAPE (Monitor, Analyze, Plan, and Execute) loop of SAS [79]. Although in this work we implemented
an independent MAPE loop in each vehicle without a coordinator, different types of MAPE patterns for
SoS can be used in our exemplar [80]. Our LEGO vehicles are equipped with three kinds of sensors: a
color sensor for line following, an ultrasonic sensor for obstacle detection, and a maximum of two buttons
for reception of the driver’s manual commands. We assume the color sensor for line following to be a
basic function for autonomous driving, and it is thus not described in Table 5.2. Only driving lane and
speed adaptations are described.

The first vehicle (leader) senses forward distances to detect accidents or other obstacles. It can also
sense the driver’s commands, such as manual control of speed or lane, through buttons. In some real
examples of platooning, a leader vehicle allows manual driving. However, even if there is no manual
command, it can automatically adapt the driving speed and lane. Moreover, it sends its current driving
speed, lane, and forward distance to a follower vehicle.

The second vehicle (follower) senses forward distances and receives the leader’s current state. How-
ever, unlike the leader, when it is part of a platoon, its steering wheel and accelerator cannot be used,
and only adaptive cruise control is allowed. In real cases, a follower can leave or join the platoon at
the driver’s command, but the exemplar described herein only covers the joined state of the platooning
protocol. If a user wishes to allow manual command of a follower vehicle, it can be expanded using

buttons. Based on the monitored and received situation of the platoon, the second vehicle follows the
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Table 5.2: Activities of vehicles in Platooning LEGOs

Vehicle Activity

Monitor & Receive:
e Forward distance (Ultrasonic sensor)

Vehicle 1: e Driver’s manual command (Button)

Leader Analyze & Plan:
e Driving speed decision

e Driving lane decision

Execute:
e Setting the driving speed
e Changing/keeping the driving lane

Send:

e msgl (to vehicle 2)

— Current driving speed
— Current driving lane

— Current forward distance

Monitor & Receive:
e Forward distance (Ultrasonic sensor)
Vehicle 2: o Peers’ situation (msg!) (Bluetooth)

Follower Analyze & Plan:

e Driving speed decision

Execute:
e Setting the driving speed
e Changing/keeping the driving lane

Send:

e msg2 (to vehicle 3)

— Current driving speed
— Current driving lane

— Current forward distance

Monitor & Receive:
e Forward distance (Ultrasonic sensor)
Vehicle 3: e Peers’ situation (msg2) (Bluetooth)

Follower Analyze & Plan:

e Driving speed decision

Execute:
e Setting the driving speed
e Changing/keeping the driving lane

Send:

e None
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leader’s lane and decides the speed.

The third vehicle (follower) follows the first and second vehicles. Because the leader’s communi-
cation range may be limited, the third vehicle only receives messages from the second vehicle. This
communication topology is called “predecessor following” [81]. Although all activities of the third vehi-
cle are subsumed by the second one, it is still an independent constituent system, and it adapts its speed

to contribute to the platoon’s goals.

Environmental uncertainties of the platoon

The environmental uncertainties that can be addressed by Platooning LEGOs are summarized in
Table 5.3. The platoon has limited knowledge of the peers’ situation, the physical road environment,
such as other vehicles or accidents, and human drivers’ behavior. It is almost impossible to enumerate
all possible situations of the platoon at the time of designing. Therefore, the platoon should be adaptive
to the uncertainty of the environment. Because Platooning LEGQOs provide a physical experimental
environment, realistic physical events can be simulated in experiments. Moreover, the platoon interacts
with the environment through sensors and actuators. Actual interactions may differ from the expected
interactions due to sensing/actuating noise or failure. Such incomplete interactions can also produce
uncertain platoon operation results. To simulate diverse settings and address various uncertainties,

sensor/actuator noise or failure rates can be introduced to experiments.

5.3.3 Implementation Manuals

Physical implementation

Button (Manual command)

EV3 brick (Computation)
Wheel (Driving)

Ultrasonic sensor (Obstacle detection)

Color sensor (Line following)

Figure 5.2: A LEGO Mindstorms EV3 vehicle

Vehicle implementation: FEach vehicle is an independent LEGO MINDSTORMS EV3 robot (The
LEGO Group, Denmark), as shown in Figure 5.2. Each robot is equipped with two main wheels connected
to motors and one auxiliary wheel. It is also equipped with a color sensor and an ultrasonic sensor to
sense the road and the situation in front of it. Messages from other vehicles are received via Bluetooth,
which is embedded in the EV3. A button can also be attached for commands from a human driver,
such as manual lane change or acceleration. All physical implementations are very simple and follow

the building instructions provided by the manufacturer. The instructions and manuals of the Platooning
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OQuter lane a
|
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[«—— Inner lane

Figure 5.3: Road environment
LEGOs have been uploaded to our GitHub repository?.

Road implementation: To simulate platooning on an endless highway, engineers print circular roads,
as shown in Figure 5.3, and attach them to a floor. There are an outer and an inner lane. Vehicles drive
clockwise following the boundaries of the black line. When a vehicle decides to change lanes, it turns in
the direction of the new lane and drives until it finds a white area. The road implementation material
has also been uploaded to our repository?. The simulated road environment can be easily replicated
using sheets of paper and a space of only about 2mx2m. Figure 5.4 shows the vehicles and simulated
road environment. The three vehicles are in the outer lane.

As Platooning LEGOs provides a physical experimental environment with very simple physical
implementations, they allow software engineers to focus on the vehicles’ software. The software imple-

mentation guide is provided in the next subsection.on.

Software implementation

The vehicles’ software is implemented using a Python API3. Each vehicle iteratively performs mon-
itoring, analysis, planning, and execution. A detailed description of each step is presented in the code

skeleton shown in Algorithm 4.

Monitor € Receive: The lane and speed adaptations are based on recognition of the road envi-

ronment and the peer vehicles’ state. The road environment is monitored by sensors. A color sensor

2 Platooning LEGOs repository: https://doi.org/10.5281/zenodo.4604167
(https://github.com/yongjunshin/Platooning-LEGOs)
3Mindstorms EV3 APT: https://pybricks.github.io/ev3-micropython
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Figure 5.4: A physical implementation of Platooning LEGOs

Algorithm 4: A vehicle code skeleton
1: Configuration of sensors, motors, and vehicle

data = DataLog(‘time’,‘lane’, speed’)
watch = StopW atch()
while T'rue do
time = watch.time()
color = colorSensor.re flection()
dist = ultrasonicSensor.distance()

peerLane = laneM ail Box FrontVehicle.read()

© ® I 2 o Bk w N

Adaptation of lane and speed

H
<

vehicle.drive(speed, turnRate For(lane))
lane M ail Box: BackV ehicle.send(lane)

12:  data.log(time, color, dist, peer Lane, lane, speed)

—_
—_

13: end while

monitors the floor and returns a color value of the road (Algorithm 4, line 6). An ultrasonic sensor
measures the distance to objects in front of the vehicle in millimeters (Algorithm 4, line 7). The peer
vehicles’ state is received via Bluetooth. A vehicle shares a mailbox with another vehicle and can receive
data using the read() function (Algorithm 4, line 8). For more complex scenarios, additional sensors,
such as touch, gyroscope, and infrared sensors, and mailboxes for information reception from more peers

can be used following the API® and our manual and sample codes?.

Analyze € Plan: Each vehicle adapts its driving lane and speed by analyzing the monitored environ-
ment, the peers’ state, and its own state (Algorithm 4, line 9). Engineers can use their own adaptation
approaches and analyze their effectiveness. To guide their implementation, we provide a code skeleton

and the sample code used in our experiment through our repository?.

Ezxecute: A vehicle is an instance of a DriveBase object in the API, and the adaptation decision on
speed and lane is executed by the drive() function of the instance (Algorithm 4, line 10). The function

receives the speed (mm/s) and rotation angle (deg/s) as inputs. The driving lane is a specific concept in
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our exemplar, so a lane change decision must be converted to a rotation angle. Changing the lane can
be realized by turning clockwise or counterclockwise. A reusable code for following and changing lanes

can be found in our repository?.

Send: To achieve SoS goals, the state and adaptation decisions of a vehicle should be known to a
follower. The vehicle uses the send() function of a mailbox shared with the follower so that the follower

can read the data. This communication allows the vehicles to be integrated into an SoS.

Data logging: Logging data is an important feature of an experimental environment. The LEGO
APT? provides a simple logging function implemented in two lines of code (Algorithm 4, lines 2 and 12).
The data are saved as a CSV file. A timestamp for each iteration of the adaptation loop can also be
extracted (Algorithm 4, lines 3 and 5).

5.3.4 Sample Experiment of Platooning LEGOs
Sample scenario

To demonstrate the feasibility of the Platooning LEGOs as a physical experimental environment
for CPSoS engineering, we conducted a sample experiment. The platooning vehicles were programmed
to achieve the adaptation goals described in Table 5.1. The implementation code can be found in our
repository?. To check whether our platoon implementation is sufficiently adaptive to environmental
uncertainties, we introduced two events that could interfere with the goal achievement while the platoon
is driving. The first event was an interruption by a mowving obstacle, such as a non-platooning vehicle on

a highway. The second event was a blockage of a lane due to a fized obstacle, such as a traffic accident.

Sample experiment result

The experimental code and result data have been uploaded to our repository?. The experimental
results are visualized in Figure 5.5. A video of the experiment has also been released*. Figure 5.5 (a—d)
shows the achievement of the platoon’s adaptation goals. Figure 5.5 (e-f) shows the adaptations of each
vehicle. The unexpected events (obstacles) are also shown. The two hard goals (collision prevention and
driving in a row) were achieved in all scenarios. On the other hand, the achievement of the two soft
goals varied depending on the situation.

When moving obstacles interfered with the platoon’s driving (moving obstacles 1 and 2 in Figure 5.5),
road occupancy increased and travel speed decreased. However, after the moving obstacles disappeared,
the vehicles adapted their driving speeds to reduce road occupancy and increase the platoon’s travel
speed. When stationary obstacles blocked a lane (fixed obstacles 1 and 2 in Figure 5.5), the travel
speed decreased. The leader decided to change lanes, and the followers also changed lanes to bypass the
obstacles. The vehicles then adapted their speed to maximize the platoon’s travel speed. The experiment
confirmed that the Platooning LEGOs can be used as a case of industrial self-adaptive CPSoS and a

physical experimental environment for CPSoS engineering.

4Experiment demonstration video - https://youtu.be/tRSoTPq5EET
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Figure 5.5: Sample experiment results

5.4 Experimental Data Collection

We collected experiment data for this case study using the Platooning LEGOs. We collected the
data not for only our case study also for other related research. Therefore, we systematically collect the
FOT log data and open the dataset as a research data benchmark. This section describes both how the

experiment dataset is collected and how to use the dataset.

5.4.1 Introduction to Open CPS FOT Dataset

Cyber-physical systems (CPSs) continuously adapt their actions to satisfy goals in physical environ-
ments [4]. A CPS has a feedback loop consisting of a controller that checks the goal achievement and
manipulates physical components based on its decision-making strategy [3].

Developing a decision-making strategy is one of the primary purposes of CPS development. When
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there are many goals that a CPS is required to achieve simultaneously, it becomes more challenging to
develop an effective strategy. One popular approach is to create dedicated controllers for each goal to
divide the concern [82, 83, 84]. It views complex CPSs through the lens of system-of-systems (SoS) [21,
20, 85]. For example, both a lane-keeping system and an adaptive cruise control system operate together
within an autonomous vehicle.

Engineers can conduct field operational tests (FOTs) [86] of a CPS under development to evaluate
to what extent the CPS can achieve the given goals in the actual operational environment and optimize
the configurations of the CPS controllers. However, conducting the CPS FOT has several engineering
challenges. FOT results are stochastic because of uncertainty in the physical environment (e.g., sensor
noise). It requires engineers to repeat many FOT's to obtain statistically significant results. In a multi-
controller CPS, one controller may affect the performance of another controller during an FOT. A
specific combination of controllers may trigger an emergent behavior that developers may not expect.
Additionally, in many cases, the configuration space of the controllers under analysis is extensive and
continuous, making the optimization of the controllers more exhaustive.

To realize these challenges, we have hands-on experience in developing a multi-controller CPS and
conducting FOTs. We designed and modeled an autonomous robot vehicle consisting of a lane-keeping
system and adaptive cruise control system. We then performed FOTs of 125 possible controller configu-
rations each 50 times, and analyzed the results. This paper provides all materials and datasets related
to this case study for future research and shares the lessons learned from our hands-on experience.

In summary, this paper contributes to the research on multi-controller CPS development by providing

the following:

e A re-implementable case study of a multi-controller CPS, including its model, software, and hard-

ware implementation manuals,

e An autonomous driving FOT log dataset of 125 controller configurations, each with 50 test results,

obtained from about 100 hours of driving,

e Lessons learned from hands-on experience exposing research challenges emerging in the multi-
controller CPS FOT,

e Possible applications of the FOT log dataset for future research.

5.4.2 Background of CPS Controller Feedback Loop Design

Disturbances

2

Plant > Output

+ Error Control values
Goal Controller >

A

Figure 5.6: A feedback loop from the control perspective [3]

Many CPSs have feedback loops that observe the uncertain and changing environments and make
adaptive actions [87]. A popular approach to modeling the feedback loop is based on control theory [88,
83, 89].  Figure 5.6 shows the feedback loop from a control perspective [15, 3]. The feedback loop

consists of a controller and a plant. Control values generated by the controller manipulate the plant,
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and the plant’s behavior depends on the control values. The behavior of the plant is measurable for the
system goals. Using the measured behavior of the plant, the controller calculates the error associated
with each goal and determines the control values of the plant to minimize the error. In addition to the
control values, factors that affect the plant’s behavior but are not under the direct control of the system
are called disturbances or, sometimes, uncertainties in software engineering. The disturbances can make
the behavior of the plant different from what the controller intended, so the controller should mitigate
the effect of the disturbances. Many studies expect that the deep foundation of control theory will boost
feedback loop design [90, 91, 92, 93]. Therefore, this study also models and develops a multi-controller
CPS using feedback loops based on this control perspective.

5.4.3 CPS FOT Data Collection Scenario

Autonomous vehicle
(Lane-keeping system,
Adaptive cruise control system) External vehicle
[

(assumption:

g driving ata
#® constant speed)
—_—

I Color (ambient light intensity (%))

Y — -
V4 Ve
( 10% | 50% | 90%
\ ' \ ol

Figure 5.7: An autonomous robot vehicle case study design

This section introduces the design of our case study to develop and analyze a multi-controller CPS.
We developed an autonomous vehicle to provide a representative example of a multi-controller CPS. We
utilized an open physical experiment environment Platooning LEGOs [23] that provides a programmable
LEGO robot vehicle and an experimental track design®. Leveraging the physical experiment environment,
we implemented our case study in Figure 5.7. We developed an autonomous vehicle equipped with a lane-
keeping system and an adaptive cruise control system. The vehicle observes its operational environment
using a color sensor facing down (i.e., lane) and a distance sensor facing the front. The color sensor gives
the light intensity value of the lane under the sensor. The value provides information about the vehicle’s
relative position from the lane center (i.e., the border between the white and black areas). In addition,
there is an external vehicle in front of the autonomous vehicle, so the distance sensor gives the distance
between the two vehicles. We assume that the external vehicle drives at a constant speed in this case
study.

The autonomous vehicle has two explicit control systems and goals, as shown in Figure 5.8. The

control systems are modeled as decoupled feedback loops from the control perspective, and they operate

5Hardware implementation manuals of the robot vehicle and the FOT environment: https://github.com/KAIST-SE-
Lab/Platooning-LEGOs
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Figure 5.8: Autonomous vehicle controllers

together to achieve the two goals simultaneously. The first goal is to drive as smooth as possible following
the center of the lane. The value of the lane center recognized by the color sensor accurately specifies
this goal. The lane-keeping system observes the lane color of the current position. It calculates the error
between the observed color value and the goal, and a steering controller decides the steering angle to
keep the vehicle at the lane center. The second goal is to maintain the distance between the autonomous
and the external vehicles to a set distance configured by the user. The adaptive cruise control system
observes the distance and calculates the error from the goal. The speed controller sets the speed to
minimize the error. Therefore, the steering angle and speed pair specify the vehicle’s instant driving
state.

We implemented the controllers as PID controllers [94]. A PID controller gets an observation value
o(t) (e.g., color or distance) from a sensor and calculates the error e(t) for a goal. It returns a control value
y(t) (e.g., steering angle or speed) from the error e(t) as follows: y(t) = Kpe(t) + K; fot e(r)dr + K4 dfi(tt).
In discrete system whose t = 0,1,2,..., y(t) = Kpe(t) + Ki Y b_,e(r) + KqAe(t), where Ae(t) =
e(t) — e(t —1). The three non-negative coefficients K,, K;, and Kg, each determines the degree of

activation of different control mechanisms [94], configure a PID controller. We implemented the discrete
PID controllers of the lane-keeping system and the adaptive cruise control system in Python embedded
in the robot vehicle. The software iteratively calculates the steering angle and speed every 50 ms. It
records o(t), e(t), Zi:o e(7), Ae(t), and y(t) of both the steering and speed controllers. We released the

controller software used in this case study.®

5.4.4 Data Collection Strategy

To analyze autonomous driving, we conducted FOTs of the vehicle with numerous possible steering
and speed controller configurations. We ran the vehicle FOT with varying independent variables that
affect autonomous driving performance, as shown in Figure 5.9. The configuration of the coefficients
of the steering and speed PID controllers primarily affects driving performance. However, to limit the
orthogonal configuration axes, we fix the K; and K, but only vary K, of the controllers (x- and y-
axes). In addition to the controller configurations, the environment is another factor that affects CPS
goal achievement but is not under the direct control of the CPS. An external vehicle is a dynamic

environment of an autonomous vehicle. Therefore, we also varied the constant speed of the external

6Controller software and FOT log data collected from this case study: https://github.com/est-cho/AV-FOT
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Figure 5.9: Autonomous vehicle FOT configuration space

vehicle (z-axis) during FOTs. Based on a pre-experiment, we set our case study’s configuration range
and fixed coefficients, as shown in Figure 5.9. Note that the configuration axes are continuous, so it is
impossible to experiment with all possible configurations. We discretize the configuration range to five

for each axis, so there are 125 (= 5 x 5 x 5) possible configurations of the autonomous vehicle FOT.

T

Figure 5.10: Implemented robot vehicles and the FOT environment

Figure 5.10 shows the implemented robot vehicles and the FOT environment. The color goal was
33%, which is the value obtained when sensing the center of the lane in our experimental setting, and
the safe distance goal between the two vehicles was 200 mm, which is longer than the length of a robot
vehicle. The length of the lane is 3 m, and the distance between the tails of the two vehicles at the start
of driving is 1 m. The two vehicles start driving simultaneously, and the experiment ends when the front
vehicle arrives at the end of the lane. We keep the rest of the elements as consistent as possible, except

for the independent variables under analysis (i.e., FOT configurations). However, since uncertainties may
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exist in the physical environment (e.g., sensor noise or non-uniform friction of the lane), we repeated the
FOTs of all possible configurations in Figure 5.9 50 times to obtain statistically significant results. The

FOT dataset is available in our repository.®

5.4.5 FOT Data Analysis

We conducted 50 FOTs for each configuration, taking about 100 hours, and collected 6,250 (=
125 x 50) FOT logs. The volume of the dataset was about 80 MB. The raw data were released on our
repository®. By analyzing the FOT logs collected by varying independent variables (i.e., configurations),
engineers can understand the controllers of the CPS. This section describes the collected FOT logs by

analyzing them from three viewpoints.
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Figure 5.11: Autonomous vehicle driving trace visualization

Viewpoint 1: Analyzing a single FOT result The driving trace of an FOT is the time-series data
of the variables described in Section 5.4.3. Engineers may evaluate a vehicle’s driving performance with a
specific configuration by analyzing the time-series data. Figure 5.11 visualizes two arbitrary FOT logs.
It only visualizes the color and distance observation values, steering angle, and speed control values.
Since the FOT ended when the front vehicle arrived at the end of the lane, the lengths of the FOTs
in Figure 5.11 (a) and (b) differ depending on the external vehicle speed z. We also observed that the
vehicle controllers continuously adapt the steering angle and speed during driving. Consequently, the
observed values of lane color and front distance changed. In the log, we observed that the vehicle moves
left and right to keep itself on the lane center as much as possible. In addition, after the autonomous
vehicle caught up with the external vehicle, it drove while maintaining a safe distance from the external
vehicle. We can observe that the change in configuration results in different shapes of time-series data.
In addition, engineers can quantify the driving characteristics of a specific configuration, such as the time

to catch up with the front vehicle and the amplitude of the fluctuation of the lane color [95].

Viewpoint 2: Analyzing the FOT results of a configuration There are many FOT logs of the
same configuration, so engineers can statistically evaluate the goal achievement of the configuration.
Figure 5.12 shows the distribution of the two autonomous driving goal achievements (i.e., lane-keeping
and adaptive cruise control) of three arbitrary configurations in terms of the mean squared error (MSE)

of lane color and distance time-series data from the goals. A small lane-keeping MSE means driving close
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Figure 5.12: Distribution of achievement of two autonomous driving goals obtained through repetitive
FOTs

to the center of the lane, and a small adaptive cruise control MSE means catching up with the external
vehicle quickly.

In Figure 5.12; we can see that the FOT results were not always the same, even though engineers
tested the same configuration. We tried to control other variables as much as possible, except configura-
tion. However, uncertainties (e.g., sensor noise, the direction in which the vehicle was placed manually,
or the remaining battery) still affected goal achievement. By analyzing this distribution, engineers could
evaluate the consistency of many FOTs of the same configuration, thereby quantifying the degree of the
uncertainties that affect the controllers. For example, configuration (0.8, 1.8, 140) appears to be less
affected by such uncertainties than the other configurations shown in Figure 5.12. In particular, we
can see that the goal achievements are further dispersed by simply increasing the external vehicle speed
while remaining in the other configurations. It shows that the degree of uncertainty of the FOT varies

depending on not only the CPS’s internal configurations but also the environmental configurations.

Viewpoint 3: Analyzing the FOT results of many configurations Engineers can also explore
changes in goal achievement by varying configurations to optimize the controllers of the autonomous
vehicle. This allows engineers to understand how each configuration axis affects CPS’s goal achievement.
Figure 5.13 shows how the goal achievements of the lane-keeping system and the adaptive cruise control
system change with steering and speed controller configurations, respectively. Configuration axes that
were not analyzed were arbitrarily fixed for visualization. Although many FOTs were not deterministic,
we could statistically compare different configurations. In Figure 5.13 (a), the steering controller whose
K, (z) was 0.6 performed the best on average when y was 1.5 and z was 200. In Figure 5.13 (b), the
adaptive cruise control system achieved its goal better as it increased the K, of the speed controller (y)
when x was 0.6 and z was 180.

Figure 5.14 analyzes the errors of the two autonomous driving goals by simultaneously changing

the two configuration axes. Subgraphs (a) and (b) show the MSEs for lane-keeping and adaptive cruise
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Figure 5.13: Changes in the achievement of autonomous driving goals affected by configurations (one

independent variable)

control, respectively. Additionally, the subgraphs also show when the speed of the external vehicle, which
is an environmental factor, is 140, 180, and 220. A point in a 3D graph is the MSE average of 50 FOTs.

In Figure 5.14 (a), as both x and y increase, the lane-keeping MSE generally increases. This means
that the larger the K,s of the steering and speed controllers are, the more the vehicle shakes left and
right on the lane. Although y was a configuration variable of the adaptive cruise control system, it also
affected the performance of the lane-keeping system. In addition, shaking increased as the speed of the
external vehicle increased. As shown in Figure 5.14 (b), the adaptive cruise control MSE was primarily
affected by the y configuration axis. The larger the y, the smaller the MSE. This finding shows that the
autonomous vehicle could catch up to the external vehicle quickly and maintain the distance because
the K, of the speed controller was large. In addition, the faster the external vehicle, the harder it is to
maintain the safe distance.

Based on this viewpoint, engineers can understand the trade-off between the goals of the autonomous
vehicle and the goal achievements of each configuration. Finally, the controllers can be optimized based

on this analysis and knowledge.

Engineers can analyze CPS’s behavior and the controller configurations’ impact on CPS goals with
these various viewpoints. Through the analysis, the engineers obtain knowledge to understand CPS con-
trollers. In addition, based on statistical analysis, many FOT results can provide statistically significant

information to engineers.

5.4.6 Possible Applications of the Open FOT Dataset

We released the FOT logs collected from our case study® for future research on engineering for multi-
controller CPS development and FOT engineering. This section introduces some possible applications
of the FOT dataset.

Data-driven modeling of the CPS-environment interaction Due to the interaction of the CPS

and the environment, both CPS states and environmental states change over time. Accurate modeling
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of the interaction and its effect is the first step for an accurate CPS simulation to reduce the FOT
cost [27, 39]. We can automatically extract valuable interaction models from our FOT log dataset [28, 24].
The FOT log shows sequential transitions of the CPS’s internal data used for decision-making (e.g., speed
and angle control values) and the environmental data observed by sensors (e.g., distance and color sensor
values) every 50 ms. In addition, our dataset contains many FOT results of different CPS configurations,

so it could also reveal the effect of the configurations on the interaction.

Quantifying uncertainties of multi-controller CPS The uncertainties mentioned earlier stem-
ming from CPS operation in a physical environment and multiple controllers’ interdependence (emergent
behavior) may cause the CPS to behave contrary to the engineers’ expectations. To mitigate the uncer-
tainties, the execution data of CPS may be analyzed further by quantifying uncertainties or extracting
causes of variations in goal achievement within a configuration [96, 97]. To quantify uncertainty, enough
sample data are needed to obtain statistically significant results from the analysis. Our FOT dataset
presents 50 test results per 125 configurations, which provides expansive configuration space and ample
test data.

CPS optimization based on data analysis Although the CPS is expected to achieve its goals
reliably, we have experienced that goal achievement significantly varies by the configurations of the
internal controllers and the external environment. Unfortunately, engineers cannot accurately predict
CPS behavior in the real world before runtime. Therefore, the runtime data can optimize the CPS for

the operational environment [98], and related studies can use our dataset for this purpose. In particular,
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machine learning techniques for optimizing CPS configurations may use our dataset for training [99].
Real-time CPS monitoring and adaptation can also use our dataset by streaming the FOT logs [100, 29].
In addition, the FOT logs are actual multivariate time-series data, so there could be many possible

applications [101].

Design of domain-specific FOT methodologies Not limited to the specific applications described
above, our dataset and hands-on experience in this paper can guide a domain-specific FOT methodology
design [86]. In this paper, we focused on a scenario of repeating many FOTs over the configuration
space of a multi-controller CPS. Although this scenario does not represent all situations, we believe that

practitioners can design their own FOT methods based on the data and experiences described here.

5.5 Experiment Settings for Environment Model Generation

5.5.1 Overall Experimental Process

Using the experimental environment and FOT logs introduced in the previous sections, this empirical
evaluation simulate the whole process of CPS controller verification for each subject systems. Lane-
keeping system and adaptive cruise control systems are verified their safety and passenger comfort. The
two goals are measured from the operational logs collected by FOTs or simulations using environment
models, respectively. After the FOT-based and simulation-based verification results are obtained, those
two results are compared to quantify how accurate the simulation-based verification results are. The
similarity metric will be introduced in the next section. The point is that the more similar the two
verification results, the more accurate the environment model and the model-based verification are.

To answer RQ1, we run ENVI with all possible ENVI parameter settings. There are 18 different
configurations of ENVI, so we run ENVI 18 times with different configurations and compare the results in
terms of the verification accuracy. Finally, we analyze effective ENVI parameter settings for simulation-
based verification.

To answer RQ2, ENVI optimized by RQ1 results is compared with the other environment model
generation methods (baselines). They are compared in terms of the verification accuracy. Here the CPS
controllers used to collect small seed logs are verified by many simulations.

To answer RQ3, we iteratively run ENVI and the baselines with different volumes of seed logs to
investigate the data efficiency for environment model generation.

To answer RQ4, we generate environment models using ENVI and baselines and use the environment
models to simulate and verify unseen CPS controllers that have not been used for the seed log collection.
We run environment model generation methods including ENVI many times for all possible combinations
of seen controller subset and unseen controller under verification, based on the FOT logs collected in
Section 5.4. Finally, the verification accuracy of ENVI and baselines are compared.

TO answer RQ5, the all possible combinations of seen controller subset and unseen controller un-
der verification, used in RQ4, are analyzed to search effective seed log collection strategies for unseen
controller verification using ENVI. Finally, an effective seed log collection guideline is given for ENVI

users.
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5.5.2 CPS Goal Verification Accuracy Metric

It is essential to assess the accuracy of the ENVI-based verification for all RQs. To do this, we
measure the (dis)similarity between the FOT-based verification and ENVI-based verification results. The
more similar the ENVI-based and FOT-based verification results, the better ENVI accurately mimics
the real environment, when the same CPS controller is verified.

Specifically, we define an imitation score (i.e., the smaller the better) of an environment model 4, as
ImitationScore(0,) = D (Y(My, @) || (M, ¢))

where (M, ¢) is a simulation-based verification result of CPS controller goals ¢ using J, generated by
the environment model generation method under analysis (e.g., ENVI), and ¥(M,., ¢) is an FOT-based
verification result on the same goals as a reference. Note that executions of M, and M, are nonde-
terministic as discussed in Chapter 3, so we define (M, ¢) and (M., $) as joint distributions of the
passenger comfort and safety assessments obtained from multiple simulation and FOT logs, respectively.
Though the distributions of goal assessment results can be further analyzed to get a boolean or numeric
verification result by statistical verification methods (e.g., SMC) as described in Section 4.5.5, the distri-
butions of the goal assessment results are directly compared to evaluate ENVI more rigorously at a lower
level in our experiments. The dissimilarity of ¥(M,, ¢) and ¥(M,, ¢) is quantified by Kullback-Leibler
divergence (KL divergence, D) [102]. D1 (P]|Q) is a measure of divergence of a probability distribu-
tion P from a reference distribution @, widely used in imitation learning [103, 104]. If P is identical to
Q, Dk 1(P||Q) is zero; the divergence increases as their dissimilarity increases. Thus, the better ENVI
mimics the real environment so that (M, @) is identical to ¥ (M, ¢), the smaller the KL divergence
Dy, (Yv(My, @)||v(M,, ¢)), which is the imitation score.

We interpret the experiment results based on the imitation score to answer the three research
questions. In RQ1, we compare different ENVI configurations based on the imitation score. In RQ2,
we evaluate the accuracy of ENVI-based verification of seen controllers based on the imitation score.
In RQ3, we also analyze the change of the imitation score according to the number of training FOT
logs to evaluate how efficient the data-driven model generation is. In RQ4, we evaluate the accuracy of
ENVI-based verification of unseen controllers based on the imitation score. In RQ5, we search effective

seed log collection strategies based on the imitation score.

5.5.3 Comparison Baselines

From RQ2 to RQ4, we compare ENVI with two alternative data-driven environment model gener-
ation approaches using Machine Learning (ML) techniques other than IL. In terms of ML, the environ-
ment model generation problem defined in this paper can be seen as a regression problem that infers
the future based on the past data. Therefore, engineers can generate the environment model 4, using
regression models without IL. We consider two well-known regression models, i.e., Polynomial Regres-
sion (PR) [105] and Random Forest regression (RF) [106]. We used pre-defined PR and RF APIs in
Scikit-learn library [107]. All experimental settings except for the parts related to the learning method
(e.g., the volume of training data) are the same as ENVI.

In addition to PR and RF, we make a random environment model. The random environment
model does not require data or domain knowledge for modeling but changes the environmental state
randomly regardless of the previous CPS actions. Injecting random environmental state observation to

CPS controllers is often used to verify the possibility of unknown malfunctions of the controllers [108, 109].
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However, it does not represent the continuous interaction of the CPS and its operational environment,
making the verification result imprecise or rarely reproduced in reality [109]. Therefore, we use the

random environment model as another baseline ignoring the CPS-ENV interaction defined in Chapter 3.

5.5.4 Environment Imitation Settings

As described in Chapter 4, the CPS goal verification using ENVT follows five main stages. Remind
the second, third, and fourth stages have user-configurable parameters, so we make total 18 ENVI versions
for all possible combinations (2 model structures, 3 IL algorithms, and 3 selection criteria) for empirical

analysis. In the following subsections, we explain our experimental setup for each stage in detail.

Collecting Seed Logs

For case study 1, we run a robot vehicle with an LKS on a straight road for about 5 seconds
for an FOT. At 20 Hz, the following information is recorded in the logs: (1) a lane color value ¢;
as an environmental state observed by the vehicle’s color sensor and (2) a turning rate r; as a CPS
action decided by the vehicle’s controller. Therefore, an FOT log is a sequence of state-action pairs
((co,70),- -, (e, rp)) where T is the FOT duration.

For case study 2, we run an ego vehicle equipped with an ACCS and another moving front vehicle,
one meter apart at the beginning, on a three-meter straight road until the front vehicle reaches the end
of the road. One FOT takes about 10 seconds. The ego vehicle records (1) a distance to the front vehicle
d; observed by the distance sensor and (2) a driving speed s; as a CPS action at 20 Hz. Therefore, an
FOT log is a sequence ((dg, So), - -, (dr, sT)) where T is the FOT duration.

For each of the three versions of the two systems, we conduct 50 FOTs, so we collect a total of 150
logs (3 software versions and 50 FOTs) for each subject system. Among the 50 FOT logs of each version
of the controllers, 40 logs are used as seed logs, and 10 logs are used for testing (i.e., evaluating) the
model. In the seed logs, 20 logs are used for model training, and the remaining 20 are used for model
selection (i.e., validation). The dataset of the three versions is used together by ENVI to generate an
environment model commonly used to verify the three controller versions. In addition, we perform 5-fold

cross-validation, repeating the experiments five times with different splits of the datasets.

Defining Environment Model Structure

As for the model structure, we set the length of history [ as 10, meaning that the input of a virtual
environment model is a 20-dimensional vector (i.e., a sequence of 10 state-action pairs). Tables 5.4
and 5.5 summarizes structures of the deterministic and nondeterministic environment model structures,
respectively. We tried to design the hidden layers straightforward. We decided to use a 1D convolution
layer for reducing noise and selecting important features of the time series data and fully connected
layers for forward propagation. The deterministic model directly calculates the next environmental state
from the historical data. On the other hand, the nondeterministic model calculates a mean and standard

deviation of the next state and randomly selects a state based on the normal distribution.

Training Environment Model

We implement IL algorithms using PyTorch library [110]. BC uses the ADAM optimizer [56] to
update environment models. Since GAIL needs a policy gradient algorithm to update models, we use a

state-of-the-art Proximal Policy Optimization (PPO) algorithm [58]. As for the hyperparameters of the
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Table 5.4: Deterministic environment model structure

id input id layer output shape
0 input (2, 10)
1 0 1D convolution layer (16, 8)
2 1 Max pooling layer (16, 4)
3 2 Flatten layer (64)
4 3 Fully connected layer (512)
5 4 Fully connected layer (512)
6 5 Fully connected layer (1)

Table 5.5: Nondeterministic environment model structure

id input id layer output shape
0 input (2, 10)
1 0 1D convolution layer (16, 8)
2 1 Max pooling layer (16, 4)
3 2 Flatten layer (64)
4 3 Fully connected layer (512)
5 4 Fully connected layer (512)
6 5 Fully connected layer (u) (1)
7 5 Fully connected layer (o) (1)
8 6,7 Normal distribution sampler (1)
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Table 5.6: Hyperparameter values for IL algorithms

Algorithm  Hyperparameter Value
BO Number of training iteration 500
Learning rate 0.00005
Number of training iteration 500

Model & discriminator learning rate  0.00005

PPO num. policy iteration 10
GAIL PPO num. discriminator iteration 10
PPO reward discount y 0.99
PPO GAE parameter A 0.95
PPO clipping € 0.2

IL algorithms, we use default values from the original papers [58, 50]. Table 5.6 shows the hyperparameter

values used in our evaluation.

Selecting the Best Environment Model

When the IL algorithm is finished, trained d,s are evaluated based on the validation logs to select

the best one. Based on the three selection criteria under analysis, three d,s are chosen.

Verifying CPS Goals

Each version of LKS and ACCS is simulated multiple times with the environment models. For the
simulation, the initial inputs of the environment models are given from the testing dataset described in
Section 5.5.4. Each simulation log is then used to assess both passenger comfort and safety. As described
in Section 5.5.2; the joint distribution of the passenger comfort and safety assessment results based on
the multiple simulation logs is the verification result ¢ (M,, ). In contrast, the verification result based
on the full testing FOT logs is ¢(M,., ¢).

5.6 FEvaluation Results

5.6.1 RQ1: User Parameter Analysis

RQ1 aims to investigate the effect of ENVI parameters on the imitation score and suggest optimal
configurations of ENVI. To answer RQ1, we make all possible configurations of ENVI parameter settings
and compare them statistically in the imitation score.

Figure 5.15 shows the comparison of 18 ENVI configurations in terms of the imitation score in the
verification of LKSs (Figure 5.15a) and ACCSs (Figure 5.15b). ENVI is configured by an IL algorithm
(BC, GAIL, or BCGAIL), a model structure (deterministic (det) or nondeterministic (nondet)), and a
model selection criterion (1-tick loss (loss), Euclidean distance (eucl), or DTW). For each case study,
an ENVT configuration is evaluated 15 times (3 different controller versions and 5-fold cross-validation).
The spread of imitation scores of the ENVI configurations is shown on the boxplot in the log scale. For
each case study, the ENVI configurations are sorted by the average imitation score. A configuration

achieving the smallest imitation score is the optimal.
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Figure 5.15: Imitation scores of all possible configurations of ENVI. The asterisk (*) highlights a set

of optimal configurations with no statistically significant differences.

Figure 5.15 highlights optimal configurations with asterisks (*) that outperform the others in each
case study. The Kruskal test selects a set of best configurations that do not have a statistically sig-
nificant difference in terms of the imitation score. BCGAIL_nondet_loss and BCGAIL_nondet_dtw are
optimal configurations in case study 1. In case study 2, three configurations using BCGAIL and non-
deterministic model structure are optimal regardless of model selection criteria (loss, eucl, and dtw).
BCGAIL_nondet_loss and BCGAIL_nondet_dtw configurations are common optimal in both case stud-
ies. It means that ENVI with these configurations could generate the most accurate environment models
in both cases. Interesting is that ENVI versions that train nondeterministic environment model structure
using BCGAIL algorithm are the common top-3 configurations in both case studies. It seems that the

environment model structures and the IL algorithms greatly influence accuracy of the model, but the
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Table 5.7: Confidence level (p-value) of effect of the ENVI parameters on the imitation score and rank

of the influence. p-value is highlighted in bold when it is smaller than 0.05.

ENVI parameter Case study 1  Case study 2 Rank of the influence on the imitation score
Model determinism 3.201e-10 4.661e-01 2
IL algorithm 3.770e-16 5.192e-12

Model selection criteria 3.823e-04 4.688e-01 3
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Figure 5.16: Comparison of imitation scores achieved by different ENVI parameter settings. The

asterisk (*) highlights parameter settings that are statistically significantly better than the others.

To further analyze the effect of each ENVI parameter on the model generation, we analyzed the
variance of each parameter’s imitation score. Figure 5.16 shows the spreads of the imitation score achieved
by each ENVI parameter setting, and Table 5.7 summarizes the statistical test (Kruskal test) results of
the ENVI parameters’ effects on the imitation score. The test’s null hypothesis is that the distributions
of the imitation score achieved by different ENVI parameter settings are identical. Suppose the p-value
of the test is smaller than 0.05. In that case, we can reject the null hypothesis, so the imitation score is
highly affected by different ENVI parameter settings. It means that users should carefully configure the
ENVI parameter.

Both Figure 5.16 and Table 5.7 show magnitude of the effect of ENVI parameters on the imitation
score and the optimal parameter settings. First, the IL algorithm affects the imitation score most
significantly in both case studies. Especially, the BCGAIL algorithm generates the environment model
most accurately. Following the IL algorithm, the model structure influences the imitation score. In
particular, it is generally better to train the nondeterministic environment model in case study 1. In
case study 2, the two model structures do not have a significant difference in the average imitation score,
but the nondeterministic environment model could achieve a much lower minimum imitation score than
the deterministic model. The model selection criteria have the smallest effect on the imitation score in
both case studies. All three criteria do not make a difference in the ENVI’s performance in case study
2, while using DTW is slightly better in case study 1. This seems to be because DTW can most flexibly
compare the noisy FOT and the simulation logs [61].
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The RQ1 results first show that the IL algorithm significantly impacts the performance of ENVI. We
found BCGAIL algorithm outperforms the other algorithms to generate accurate environment models.
Indeed, the BCGAIL algorithm is known to mimic expert behavior better than BC and GAIL [52]. We
also confirm that it effectively solves the virtual environment model generation problem. In addition, the
nondeterministic environment model structure is more suitable for mimicking the real FOT environment.
The real environment state transition is also nondeterministic because CPS FOTs suffer from uncertain-
ties such as sensor noise or non-static road friction. Therefore, the nondeterministic environment model
seems appropriate to mimic the uncertain environment. Finally, we can say that the three model se-
lection criteria introduced in Section 4.5.4 have little impact on ENVI’s performance, while DTW is
recommended in case study 1. However, it also implies that the rationales behind the three criteria are
all reasonable.

In RQ1, we empirically suggest a guide to optimize ENVI regarding the imitation score based
on two case studies. Although the guide is based on our limited case studies and all the parameters
introduced in Section 4.5 are still meaningful in IL, we provide a starting point for the novel use of IL
in the environment model generation for CPS goal verification. The following subsections examine how
accurate and efficient CPS goal verification using ENVI optimized by BCGAIL_nondet_dtw is.

The answer to RQ1 is that ENVI’s imitation score is most influenced by the IL algorithms,
followed by the model structures and selection criteria in both case studies. Statistically, BCGAIL
algorithm, the nondeterministic model structure, and DTW model selection criterion are first

recommended, based on our empirical evaluation.

5.6.2 RQ2: Verification Accuracy for Seen CPS Controllers

RQ2 aims to investigate how well environment models generated by ENVI mimic the real envi-
ronments and how accurate the ENVI-based verification is. To answer RQ2, ENVI is configured by an
optimal setting found in RQ1 (BCGAIL_nondet_dtw). We analyze the ENVI-based verification compared
to the baselines.

Figure 5.17 visualizes multiple passenger comfort and safety assessment results obtained from sim-
ulations and FOTs. The x-axis of a scatter diagram is the safety measure (i.e., maximum displacement
(mm) from the lane center for the LKS and minimum displacement (mm) from the front safety distance
for the ACCS), and the y-axis is the passenger comfort measure (i.e., maximum jerk (mm/ms3) for both
case studies). A FOT/simulation-based verification result is visualized as X/O-shaped dots, respectively.
As already described in Section 5.5.4, 10 FOT logs for each controller version are used for testing, so
there are 10 X-shaped dots of the same color distinguishing the controller version in each scatter diagram.
Based on the testing FOT logs, the environment models under comparison simulate the CPS controllers,
marked as 10 O-shaped dots of each color. However, ENVI, used here, trains the nondeterministic en-
vironment model, so we repeat the simulation five times using the same testing FOT logs to show the
results mitigating the nondeterminism, 50 O-shaped dots are shown in the ENVI diagrams. Remind the
virtual environment model generation goal is to make the simulation-based verification result similar to
the FOT-based results. Therefore, the closer the distributions of the O-shaped dots and the X-shaped
dots, the more accurate and realistic the simulation-based verification.

In Figure 5.17, we can see that the distribution of ENVI’s verification results more overlapped with

the distribution of FOT verification results than the baselines. This shows that ENVI-made environment
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Figure 5.17: Comparison of FOT-based and simulation-based passenger comfort and safety verification

results

models mimics the real environment well, so the verification results based on the simulations using the
model are also realistic compared to the baselines. On the other hand, the vehicle was evaluated as
unrealistically unsafe and uncomfortable by the random model, since the environmental state oscillates
randomly regardless of the CPS actions. PR and RF models change the verification results depending
on the controller versions. However, the distribution of verification results of the two models rarely
overlap with the FOT-based results. In particular, the PR and RF models do not properly imitate the
uncertainty that emerges in the real world, so even if the test is repeated, many simulation results are
mostly the same, which is not the case in reality.

Table 5.8 shows the error of the simulation-based verification to interpret how accurate the simulation-
based verification is quantitatively. Simulation-based comfort and safety assessment results, O-shaped
dots in Figure 5.17, are compared with corresponding FOT-based assessment results, X-shaped dots in
Figure 5.17, and their mean differences are the verification error. As already visually confirmed in Fig-
ure 5.17, Table 5.8 shows that ENVTI’s verification errors are smaller than the baselines for all CPS goals
and case studies; it means that the ENVI-based verification is the most accurate. For example, when
the real minimum distance between the front vehicle and the adaptive-cruise vehicle under verification
is 200mm, which is the safe distance goal in our experiment, the simulated distance could be about
210mm or 190mm with the error of 10mm. Although the influence of the error varies by domain, the
error of ENVI-based verification in our case studies is not significant for analyzing the controllers under
verification.

In addition to the verification error, the accuracy of the models can be also compared in terms of the

imitation score considering the two verification goals together. Figure 5.18 shows the log scale spreads
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Table 5.8: Comparison of verification errors of ENVI and baselines. The lowest error for each case

study and verification goal is highlighted in bold.

Verification error

safety (mm) passenger comfort (mm/ms®)

Random 6.04010 0.00055
s PR 2.36947 0.00005
éé RF 1.66293 0.00003
ENVI 1.18543 0.00002
Random 86.06980 0.04900
? PR 28.33626 0.00233
éé RF 18.76562 0.00159
ENVI 10.49110 0.00121

of the imitation score of ENVI and the baselines. The theoretically lowest (best) imitation score is zero.
As already confirmed in the previous results, ENVI achieves the best imitation scores in overall in both
case studies. PR and RF are better than the random model but not as effective as ENVI to mimic the
real environment well.

RQ2 results show ENVI can generate virtual environment models that can perform accurate simulation-
based verification. When verifying the passenger comfort and safety of the two ADAS using the ENVI-
made environment model, the simulation-based verification results were similar to the FOT-based results
visually and quantitatively compared to the baselines. Therefore, engineers can accurately verify CPS

controllers at a low cost with simulation using ENVT instead of FOT.

The answer to RQ2 is that ENVI can generate accurate environment models from the seed
logs. Specifically, the ENVI-based verification results achieves smaller verification error and lower
imitation scores than the baselines for all case studies and verification goals. Thus, ENVI makes
CPS goal verification efficient by replacing the real environment with the virtual environment

model while keeping the verification result similar to reality.

5.6.3 RQ3: Model Generation Efficiency

RQ3 aims to investigate the efficiency of ENVI in terms of the number of FOTs required for col-
lecting the training data for environment model generation. Collecting seed logs is a bottleneck in the
ENVI process, which is laborious and challenging to accelerate. Therefore ENVI aims to generate an
environment model with as small seed logs as possible. To answer RQ3, we reduce the number of FOT
logs given to ENVI as training data from 20 to 1 and analyze the change of imitation score compared
to the baselines. Remind 20 training and validation FOT logs of each controller version were given in
RQ1 and RQ2 as described in Section 5.5.4. However, the number of FOT logs for training the envi-
ronment models varies in RQ3, while the testing logs are the same. ENVI in RQ3 also uses the optimal
configuration found in RQ1.

Figure 5.19 shows the change in the average imitation score according to the number of FOT logs

for training and validation in two case studies. Since the random environment model does not require
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Figure 5.18: Comparison of ENVI and baselines in terms of imitation score of seen controller verification

training data, the score does not vary depending on the number of training FOT logs.

In both case studies, ENVI achieves smaller imitation scores than baselines even when the number
of training FOT logs is small overall. In addition, even if ENVI uses only one FOT log for the model
generation, it achieves the imitation scores similar to the baselines with 20 FOT logs. It means that the
verification accuracy of ENVI with only one FOT log could be similar to the accuracy of PR and RF
shown in RQ2. It implies that IL is very efficient in inferring the real environmental behavior from the
small data. From this, we can see that even when small FOT logs are available, ENVI can mimic the
real environment well. However, using PR- or RF-made environment models is still better than using
random models for verifying CPS controllers.

RQ3 results show that ENVI can generate more accurate environment models with a small amount
of seed log data than the baselines. Therefore, ENVTI is promising to perform accurate simulation-based
CPS goal verification using only a small amount of data when the FOT is costly. It will significantly
reduce the cost of CPS goal verification. In addition, the baselines are not as efficient as ENVI, even
in our simplified case studies, so ENVI is more applicable in practice. However, applying ENVI to the

verification of more complex CPS is still one significant future work.

The answer to RQ3 is that ENVI can generate environment models with a small number of seed
logs compared to the alternative data-driven environment model generation techniques. There-
fore, engineers can reduce the cost of FOTs for collecting training data for the environment model
by using ENVI.
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Figure 5.19: Comparison of training data efficiency of ENVI and baselines

5.6.4 RQ4: Verification Accuracy for Unseen CPS Controllers

RQ4 aims to investigate the verification accuracy of unseen controllers using ENVI. The ‘unseen
controllers” means that CPS controller variations configured by configurations that have not not been
used for the seed log collection, as discussed in the extended problem definition of ENVI in Section 3.4.2.
Therefore the environment model have not interacted with the unseen controllers during training, but
they interact to verify CPS goal achievement of the unseen controllers. To answer RQ4, we select all
possible configurations subsets that can be selected from a set of five configurations of interest, and
use them to collect seed logs and generate environment models. The generated environment model is
used to verify CPS controller variations using the remaining configurations that are not selected in the
configuration for seed log collection. The verification results obtained are analyzed and their accuracy
is evaluated by imitation score.

Figure 5.20 shows the imitation score of ENVI and baselines for each case study. In both case studies,
the imitation scores of ENVI are lower than that of other environmental model generation methods, in
general. This shows that ENVI-made environment models are more accurate than the baselines in the
verification of unseen controller variations that have never been used for training environment models.
This is because IL is more appropriate to infer a general environmental behavior mechanism for whole
configuration space than the other methods.

The RQ4 results show that environment models generated using ENVI can also be reused for ver-
ification of new CPS controllers that have not previously been FOTed. ENVI achieves the extended
problem definition discussed in Section 3.4.2 better than other methods. Recap the environment model
should perform accurate verification for all CPS controller configurations of interest. The ENVI-made
environment model can be reused for the verification of all configurations of interest. Therefore, ENVI
can significantly reduce the CPS goal verification by replacing the FOTs to the simulations using the

virtual environment models.
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Figure 5.20: Comparison of ENVI and baselines in terms of imitation score of unseen controller

verification

The answer to RQ4 is that ENVI can generate accurate environment models from the seed logs, as
shown in RQ2, and the models can be reused to verify unseen CPS controller variations accurately.
Specifically, the ENVI-based verification results achieve lower imitation scores than the baselines
for all case studies. In other words, ENVI better achieves the extended problem definition of
environment modeling than the baselines. Thus, reusing the ENVI-made environment models
can significantly reduce the cost of CPS goal verification of all CPS controller configurations of

interest.

5.6.5 RQ5: Seed Log Collection Strategy

RQ5 aims to investigate effective seed log collection strategies for unseen controller verification using
ENVI. In RQ4, given the same seed logs, we see that the ENVI-made environment models can be reusable
for the verification of unseen controllers not used in seed log collection, and the verification results of
ENVI were more accurate than other methods. However, the accuracy of the environment model for
unseen controller verification is still affected by the configurations used in the seed log collection. For
example, when there are CPS controller configurations of interest from No. 1 to 5, an environment
model generated from seed logs of No. 1 and No. 3 controller variations and another environment model
generated from seed logs of No. 1 and No. 5 variations show different accuracy in the verification of
No. 2 contorller variation. Therefore, RQ5 tries to find effective seed log collection strategies for unseen
controller verification to guide ENVTI users.

To answer RQ5, we generate many environment models from the seed log collection using all possible

configurations subsets that can be selected from a set of five configurations of interest, like RQ4. Then
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to find effective seed log collection strategies, we label tags indicating a specific situation (i.e., strategy)
of seed log collection on each configuration subset. Specifically, we put three different kinds of labels
indicating seed log collection strategies. The first label is the number of configurations. From five
configurations under experiment for each case system, one to four configurations can be used for seed log
collection except at least one configuration under verification. The second label the distance between seen
and unseen configurations. How far is the configuration under verification from the configurations used
for seed log collection can affects the accuracy of the environment model. The last label is ‘interpolation’
or ‘extrapolation’. Interpolation indicates a configuration under verification is between two or more
seen configurations in a continuous configuration space. On the other hand, extrapolation indicates
a configuration under verification is outside of the range covered by the seen configurations in the
configuration space. For example, if configuration No. 2 and No. 4 were used for seed log collection,
verifying No. 3 configuration is the interpolation but verifying No. 1 and No. 5 is the extrapolation. We
mark each configuration subset used for seed log collection by these three labels to specify certain seed
log collection strategies. We then analyze the change of imitation score according to the labels of seed

log collection strategies.
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Figure 5.21: Comparison of ENVI imitation score according to number of CPS controllers used for seed

log collection

First, figure 5.21 shows the change of ENVTI’s imitation score according to the number of CPS con-
troller variations used for seed log collection among total five variations under analysis. ENVI generally
received lower imitation scores as more controller variations were used to collect seed logs. This means
that the more controllers are seen to the environment models during training, the more likely the en-
vironment model can accurately interact with unseen controllers. Engineers can accurately verify the
unseen controller with the ENVI-made environment model as shown in RQ4, but still can expect to

generate more accurate environment models as more controller’s FOT logs are collected during training.

82



(N
(]

(¢]

S
o
T toamo
Sw 5\0’\
(¢]
o

10

Imitation score (KL-divergence)
Imitation score (KL-divergence)
)

10
107"
N ) 5 X N 9 > ™
min_config_dist (focus:ENVI) min_config_dist (focus:ENVI)
(a) Case study 1 (b) Case study 2

Figure 5.22: Comparison of ENVI imitation score according to the distance between seen configurations

and an unseen configuration under verification

Second, figure 5.22 shows the change of ENVI’s imitation score according to the distance between
the seen and unseen configurations. There can be more than one seen configurations, so the minimum
distance between the seen and unseen configurations were used. ENVI obtained a lower imitation score
as the distance between the seen and the unseen configurations on the configuration space was closer.
This means that engineers can expect higher verification accuracy if they verify the an unseen CPS
controller configuration close to the configuration used in the seed log collection.

Last but not least, figure 5.23 compare the ENVI’s imitation scores of interpolation and extrapolation
verification. The results show that interpolation verification achieves significantly lower imitation scores
than extrapolation verification. This means that more accurate verification can be expected when the
unseen controller to be verified is within the range of controllers used in the seed log collection. This
also reveals a limitation that ENVI’s environment model is reusable within the configuration range seen

by the seed log within the configuration space of interest but may be less accurate outside the range.

e N

RQ5 provides effective seed log collection strategies in which unseen verification can be accurate
from three perspectives. First, a more accurate environment model is generated when more con-
figurations are used for seed log collection. Second, the closer the configurations used for seed log
collection and the configuration under verification, the more accurate the ENVI-based verifica-
tion results. Finally, in the case of interpolation verification, where the controller configuration
to be verified is within the range of the seen configuration, a more accurate environmental model
is generated. For effective unseen controller verification using ENVI, users are recommended to

collect seed logs considering these three guidelines.
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Figure 5.23: Comparison of ENVI imitation score of interpolation verification and extrapolation veri-

fication

5.7 Threats to Validity

In terms of external validity, our LEGO-lized autonomous vehicle and two driving assistance systems
under verification are simplified for representing the real CPS and software controllers. Although they
may differ from the real CPS (e.g., autonomous vehicle), it represents CPS software controllers in practice
in terms of continuous interaction with the environment. Applying ENVI to more complex CPS could
show different results, but the applicability of ENVI for the simulation-based verification shown in this
paper is still valid for CPSs with such software controllers. However, additional case studies with more
complex CPS are required to improve our results’ generalizability.

In terms of internal validity, the goal verification results based on specific autonomous driving goals
(e.g., passenger comfort and safety) could be a potential threat since the evaluation of the driving
assistance controller’s goal could be biased to a specific aspect of driving. To mitigate this threat, in our
evaluation, we chose two popular and important goals motivated by industrial standards such as ISO
11270 for LKS [111] and ISO 15622 for ACCS [112] specifying acceptable safety and comfort. We then
aggregated the results on both goals to comprehensively understand whether the subject controllers work
well or not. Hyperparameter value settings for IL (e.g., number of iterations, learning rates, Etc.) could
be another potential threat to the internal validity since the performance of machine learning can largely
depend on hyperparameter values. We used the values recommended in the original studies [58, 50].
Nevertheless, hyperparameter tuning is an important research field, so it remains an interesting future

work.
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5.8 Summary

In this chapter, we evaluated our approach ENVI with two case studies of real CPS goal verification.
The case studies verified LEGO-lized autonomous vehicles equipped with a lane-keeping system and an
adaptive cruise control system. The case studies evaluated ENVT in five perspectives, 1) impact of ENVI
user parameter, 2) verification accuracy of seen controllers, 3) model generation efficiency, 4) verification
accuracy of unseen controllers, and 5) effective seed log collection strategies. In summary, the results
show that the CPS goal verification using ENVI-made virtual environment models is more accurate than
the baselines, even when only a few FOT logs are used for training the models. Therefore, ENVI can

reduce the cost of CPS goal verification but remain the verification accuracy.
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Chapter 6. Conclusion

6.1 Summary of Achievements

First, we conducted a systematic literature review in environment modeling and investigated how
recent studies have described the concepts of the environment. In addition, we explored how the studies
represented the environment as models. Following a systematic review protocol, we selected and analyzed
128 primary studies. We provided five common characteristics of the environment, two common sources
of environmental uncertainty, and 14 reference environment models. We also identified four common
perspectives of the environment specification. Finally, we compared the related environment modeling
approach to our approach.

Second, we proposed a formal model of the interaction between the CPS and its environment,
a CPS-Environment interaction model, and a formal framework of the CPS goal verification process.
We formally defined the environment model generation problem based on the formal framework. The
original environment modeling problem definition was extended for a case when the CPS controller under
verification is user-configurable software.

Third, we proposed ENVI (ENVironment Imitation), a novel data-driven environment imitation
approach that efficiently generates accurate virtual environment models for CPS goal verification. We
specifically presented the ENVI process and its user parameters (e.g., model determinism, IL algorithms,
and validation criteria). ENVI requires only a few FOTs for training a virtual environment model instead
of conducting expensive FOTs many times. An accurate virtual environment model can be automatically
generated from the collected FOT logs by leveraging IL algorithms (i.e., BC, GAIL, and BCGAIL).

Finally, we conducted real CPS development and verification case studies to evaluate our novel
environment model generation approach ENVI empirically. We examined 1) the impact of ENVI user
parameters, 2) verification accuracy for seen CPS controllers, 3) model generation efficiency, 4) verifi-
cation accuracy for unseen CPS controllers, and 5) the effective seed log collection strategies of ENVI.
Based on the evaluation results, we validated that ENVI can efficiently generate accurate environment
models for CPS goal verification. Consequently, the cost of CPS goal verification could be reduced.

In addition to evaluating our approach, we tried to contribute to academia by providing a reusable
CPS experimental environment and an open CPS FOT dataset. We presented a physical experiment
environment called Platooning LEGOs, a model problem of platooning technology implemented using
LEGOs. In addition, using Platooning LEGQOs, we designed a reproducible case study to develop a
multi-controller CPS and performed its FOTs. The experiment environment and the collected FOT log

dataset were released on an open-source repository.

6.2 Discussion

This section discusses some open challenges and future research directions of the virtual environment
model generation for CPS goal verification.
First, sample efficiency is essential. This is because conducting FOTs to collect logs is the most

expensive task in the data-driven approach. In our experiments, the BCGAIL algorithm was the most
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efficient in most cases. Using state-of-the-art techniques for increasing sample efficiency [52, 113] could
further help.

Second, it should be robust to noise in FOT logs. Many IL studies assume the correctness of the
expert demonstration [114, 60]. However, the expert in our problem is the real environment, so some
noise is inevitable in the demonstration data (e.g., due to sensor noise). Though we used noisy data
collected by the real CPSs in the experiments, systematically investigating the impact of noise was not in
the scope of our work. Nevertheless, as many studies have already considered the noise issue in machine
learning [115, 116], they could better guide how to address noisy FOT logs in ENVI.

Third, finding a proper level of abstraction for the complex environment is essential. We abstracted
the environment as a state-transition function in a closed-loop simulation and recast the model generation
problem as the IL problem (see chapter 3). This is a typical level of abstraction for the environment
modeling [27, 38]. However, this simple representation may not be sufficient for some domains. Therefore,
an extension of the environment model is an interesting future work. We can also refer to some IL studies
that imitate complex expert behaviors (e.g., multi-task or concurrent behavior) [117, 118].

Finally, a hybrid of data-driven and knowledge-based environment modeling can make the model
further effective. When a high-fidelity simulation engine is based on well-known principles in the CPS
domain, engineers can manually create an accurate virtual environment in the simulator. In contrast to
such knowledge-based environment modeling, ENVI is a data-driven approach in which only a few seed
logs are required to automatically generate an accurate virtual environment model. This is a massive
advantage in inferring complex environmental behavior from data. Therefore, ENVI can complement

the knowledge-based approach depending on the application domain.
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